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Prologue

This book is devoted to the theory of probabilistic information measures and
their application to coding theorems for information sources and noisy chan-
nels. The eventual goal is a general development of Shannon’s mathematical
theory of communication, but much of the space is devoted to the tools and
methods required to prove the Shannon coding theorems. These tools form an
area common to ergodic theory and information theory and comprise several
quantitative notions of the information in random variables, random processes,
and dynamical systems. Examples are entropy, mutual information, conditional
entropy, conditional information, and discrimination or relative entropy, along
with the limiting normalized versions of these quantities such as entropy rate
and information rate. Much of the book is concerned with their properties, es-
pecially the long term asymptotic behavior of sample information and expected
information.

The book has been strongly influenced by M. S. Pinsker’s classic Information
and Information Stability of Random Variables and Processes and by the seminal
work of A. N. Kolmogorov, I. M. Gelfand, A. M. Yaglom, and R. L. Dobrushin on
information measures for abstract alphabets and their convergence properties.
Many of the results herein are extensions of their generalizations of Shannon’s
original results. The mathematical models of this treatment are more general
than traditional treatments in that nonstationary and nonergodic information
processes are treated. The models are somewhat less general than those of the
Soviet school of information theory in the sense that standard alphabets rather
than completely abstract alphabets are considered. This restriction, however,
permits many stronger results as well as the extension to nonergodic processes.
In addition, the assumption of standard spaces simplifies many proofs and such
spaces include as examples virtually all examples of engineering interest.

The information convergence results are combined with ergodic theorems
to prove general Shannon coding theorems for sources and channels. The re-
sults are not the most general known and the converses are not the strongest
available, but they are sufficently general to cover most systems encountered
in applications and they provide an introduction to recent extensions requiring
significant additional mathematical machinery. Several of the generalizations
have not previously been treated in book form. Examples of novel topics for an
information theory text include asymptotic mean stationary sources, one-sided
sources as well as two-sided sources, nonergodic sources, d-continuous channels,

xi



xii PROLOGUE

and sliding block codes. Another novel aspect is the use of recent proofs of
general Shannon-McMillan-Breiman theorems which do not use martingale the-
ory: A coding proof of Ornstein and Weiss [117] is used to prove the almost
everywhere convergence of sample entropy for discrete alphabet processes and
a variation on the sandwich approach of Algoet and Cover [7] is used to prove
the convergence of relative entropy densities for general standard alphabet pro-
cesses. Both results are proved for asymptotically mean stationary processes
which need not be ergodic.

This material can be considered as a sequel to my book Probability, Random
Processes, and Ergodic Properties [51] wherein the prerequisite results on prob-
ability, standard spaces, and ordinary ergodic properties may be found. This
book is self contained with the exception of common (and a few less common)
results which may be found in the first book.

It is my hope that the book will interest engineers in some of the mathemat-
ical aspects and general models of the theory and mathematicians in some of
the important engineering applications of performance bounds and code design
for communication systems.

Information theory or the mathematical theory of communication has two
primary goals: The first is the development of the fundamental theoretical lim-
its on the achievable performance when communicating a given information
source over a given communications channel using coding schemes from within
a prescribed class. The second goal is the development of coding schemes that
provide performance that is reasonably good in comparison with the optimal
performance given by the theory. Information theory was born in a surpris-
ingly rich state in the classic papers of Claude E. Shannon [129] [130] which
contained the basic results for simple memoryless sources and channels and in-
troduced more general communication systems models, including finite state
sources and channels. The key tools used to prove the original results and many
of those that followed were special cases of the ergodic theorem and a new vari-
ation of the ergodic theorem which considered sample averages of a measure of
the entropy or self information in a process.

Information theory can be viewed as simply a branch of applied probability
theory. Because of its dependence on ergodic theorems, however, it can also be
viewed as a branch of ergodic theory, the theory of invariant transformations
and transformations related to invariant transformations. In order to develop
the ergodic theory example of principal interest to information theory, suppose
that one has a random process, which for the moment we consider as a sam-
ple space or ensemble of possible output sequences together with a probability
measure on events composed of collections of such sequences. The shift is the
transformation on this space of sequences that takes a sequence and produces a
new sequence by shifting the first sequence a single time unit to the left. In other
words, the shift transformation is a mathematical model for the effect of time
on a data sequence. If the probability of any sequence event is unchanged by
shifting the event, that is, by shifting all of the sequences in the event, then the
shift transformation is said to be invariant and the random process is said to be
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stationary. Thus the theory of stationary random processes can be considered as
a subset of ergodic theory. Transformations that are not actually invariant (ran-
dom processes which are not actually stationary) can be considered using similar
techniques by studying transformations which are almost invariant, which are
invariant in an asymptotic sense, or which are dominated or asymptotically
dominated in some sense by an invariant transformation. This generality can
be important as many real processes are not well modeled as being stationary.
Examples are processes with transients, processes that have been parsed into
blocks and coded, processes that have been encoded using variable-length codes
or finite state codes and channels with arbitrary starting states.

Ergodic theory was originally developed for the study of statistical mechanics
as a means of quantifying the trajectories of physical or dynamical systems.
Hence, in the language of random processes, the early focus was on ergodic
theorems: theorems relating the time or sample average behavior of a random
process to its ensemble or expected behavior. The work of Hoph [65], von
Neumann [146] and others culminated in the pointwise or almost everywhere
ergodic theorem of Birkhoff [16].

In the 1940’s and 1950’s Shannon made use of the ergodic theorem in the
simple special case of memoryless processes to characterize the optimal perfor-
mance theoretically achievable when communicating information sources over
constrained random media called channels. The ergodic theorem was applied
in a direct fashion to study the asymptotic behavior of error frequency and
time average distortion in a communication system, but a new variation was
introduced by defining a mathematical measure of the entropy or information
in a random process and characterizing its asymptotic behavior. These results
are known as coding theorems. Results describing performance that is actually
achievable, at least in the limit of unbounded complexity and time, are known as
positive coding theorems. Results providing unbeatable bounds on performance
are known as converse coding theorems or negative coding theorems. When the
same quantity is given by both positive and negative coding theorems, one has
exactly the optimal performance theoretically achievable by the given commu-
nication systems model.

While mathematical notions of information had existed before, it was Shan-
non who coupled the notion with the ergodic theorem and an ingenious idea
known as “random coding” in order to develop the coding theorems and to
thereby give operational significance to such information measures. The name
“random coding” is a bit misleading since it refers to the random selection of
a deterministic code and not a coding system that operates in a random or
stochastic manner. The basic approach to proving positive coding theorems
was to analyze the average performance over a random selection of codes. If
the average is good, then there must be at least one code in the ensemble of
codes with performance as good as the average. The ergodic theorem is cru-
cial to this argument for determining such average behavior. Unfortunately,
such proofs promise the existence of good codes but give little insight into their
construction.

Shannon’s original work focused on memoryless sources whose probability
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distribution did not change with time and whose outputs were drawn from a fi-
nite alphabet or the real line. In this simple case the well-known ergodic theorem
immediately provided the required result concerning the asymptotic behavior of
information. He observed that the basic ideas extended in a relatively straight-
forward manner to more complicated Markov sources. Even this generalization,
however, was a far cry from the general stationary sources considered in the
ergodic theorem.

To continue the story requires a few additional words about measures of
information. Shannon really made use of two different but related measures.
The first was entropy, an idea inherited from thermodynamics and previously
proposed as a measure of the information in a random signal by Hartley [64].
Shannon defined the entropy of a discrete time discrete alphabet random pro-
cess {X,}, which we denote by H(X) while deferring its definition, and made
rigorous the idea that the the entropy of a process is the amount of informa-
tion in the process. He did this by proving a coding theorem showing that
if one wishes to code the given process into a sequence of binary symbols so
that a receiver viewing the binary sequence can reconstruct the original process
perfectly (or nearly so), then one needs at least H(X) binary symbols or bits
(converse theorem) and one can accomplish the task with very close to H(X)
bits (positive theorem). This coding theorem is known as the noiseless source
coding theorem.

The second notion of information used by Shannon was mutual information.
Entropy is really a notion of self information—the information provided by a
random process about itself. Mutual information is a measure of the information
contained in one process about another process. While entropy is sufficient to
study the reproduction of a single process through a noiseless environment, more
often one has two or more distinct random processes, e.g., one random process
representing an information source and another representing the output of a
communication medium wherein the coded source has been corrupted by another
random process called noise. In such cases observations are made on one process
in order to make decisions on another. Suppose that {X,,Y,} is a random
process with a discrete alphabet, that is, taking on values in a discrete set. The
coordinate random processes {X,} and {Y,} might correspond, for example,
to the input and output of a communication system. Shannon introduced the
notion of the average mutual information between the two processes:

IX,Y)=HX)+HY)-H(X)Y), (1)

the sum of the two self entropies minus the entropy of the pair. This proved to
be the relevant quantity in coding theorems involving more than one distinct
random process: the channel coding theorem describing reliable communication
through a noisy channel, and the general source coding theorem describing the
coding of a source for a user subject to a fidelity criterion. The first theorem
focuses on error detection and correction and the second on analog-to-digital
conversion and data compression. Special cases of both of these coding theorems
were given in Shannon’s original work.
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Average mutual information can also be defined in terms of conditional en-

tropy (or equivocation) H(X|Y) = H(X,Y) — H(Y) and hence
I(X,)Y)=H(X)-HX|Y)=H(Y) - H(X|Y). (2)

In this form the mutual information can be interpreted as the information con-
tained in one process minus the information contained in the process when the
other process is known. While elementary texts on information theory abound
with such intuitive descriptions of information measures, we will minimize such
discussion because of the potential pitfall of using the interpretations to apply
such measures to problems where they are not appropriate. ( See, e.g., P. Elias’
“Information theory, photosynthesis, and religion” in his “T'wo famous papers”
[36].) Information measures are important because coding theorems exist im-
buing them with operational significance and not because of intuitively pleasing
aspects of their definitions.

We focus on the definition (1) of mutual information since it does not require
any explanation of what conditional entropy means and since it has a more
symmetric form than the conditional definitions. It turns out that H(X, X) =
H(X) (the entropy of a random variable is not changed by repeating it) and
hence from (1)

I(X,X) = H(X) (3)

so that entropy can be considered as a special case of average mutual informa-
tion.

To return to the story, Shannon’s work spawned the new field of information
theory and also had a profound effect on the older field of ergodic theory.

Information theorists, both mathematicians and engineers, extended Shan-
non’s basic approach to ever more general models of information sources, coding
structures, and performance measures. The fundamental ergodic theorem for
entropy was extended to the same generality as the ordinary ergodic theorems by
McMillan [103] and Breiman [19] and the result is now known as the Shannon-
McMillan-Breiman theorem. (Other names are the asymptotic equipartition
theorem or AEP, the ergodic theorem of information theory, and the entropy
theorem.) A variety of detailed proofs of the basic coding theorems and stronger
versions of the theorems for memoryless, Markov, and other special cases of ran-
dom processes were developed, notable examples being the work of Feinstein [38]
[39] and Wolfowitz (see, e.g., Wolfowitz [151].) The ideas of measures of infor-
mation, channels, codes, and communications systems were rigorously extended
to more general random processes with abstract alphabets and discrete and
continuous time by Khinchine [72], [73] and by Kolmogorov and his colleagues,
especially Gelfand, Yaglom, Dobrushin, and Pinsker [45], [90], [87], [32], [125].
(See, for example, “Kolmogorov’s contributions to information theory and algo-
rithmic complexity” [23].) In almost all of the early Soviet work, it was average
mutual information that played the fundamental role. It was the more natural
quantity when more than one process were being considered. In addition, the
notion of entropy was not useful when dealing with processes with continuous
alphabets since it is virtually always infinite in such cases. A generalization of
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the idea of entropy called discrimination was developed by Kullback (see, e.g.,
Kullback [92]) and was further studied by the Soviet school. This form of infor-
mation measure is now more commonly referred to as relative entropy or cross
entropy (or Kullback-Leibler number) and it is better interpreted as a measure
of similarity between probability distributions than as a measure of information
between random variables. Many results for mutual information and entropy
can be viewed as special cases of results for relative entropy and the formula for
relative entropy arises naturally in some proofs.

It is the mathematical aspects of information theory and hence the descen-
dants of the above results that are the focus of this book, but the developments
in the engineering community have had as significant an impact on the founda-
tions of information theory as they have had on applications. Simpler proofs of
the basic coding theorems were developed for special cases and, as a natural off-
shoot, the rate of convergence to the optimal performance bounds characterized
in a variety of important cases. See, e.g., the texts by Gallager [43], Berger [11],
and Csiszar and Korner [26]. Numerous practicable coding techniques were de-
veloped which provided performance reasonably close to the optimum in many
cases: from the simple linear error correcting and detecting codes of Slepian
[137] to the huge variety of algebraic codes currently being implemented (see,
e.g., [13], [148],[95], [97], [18]) and the various forms of convolutional, tree, and
trellis codes for error correction and data compression (see, e.g., [145], [69]).
Clustering techniques have been used to develop good nonlinear codes (called
“vector quantizers”) for data compression applications such as speech and image
coding [49], [46], [99], [69], [118]. These clustering and trellis search techniques
have been combined to form single codes that combine the data compression
and reliable communication operations into a single coding system [8].

The engineering side of information theory through the middle 1970’s has
been well chronicled by two IEEE collections: Key Papers in the Development
of Information Theory, edited by D. Slepian [138], and Key Papers in the Devel-
opment of Coding Theory, edited by E. Berlekamp [14]. In addition there have
been several survey papers describing the history of information theory during
each decade of its existence published in the IEEE Transactions on Information
Theory.

The influence on ergodic theory of Shannon’s work was equally great but in
a different direction. After the development of quite general ergodic theorems,
one of the principal issues of ergodic theory was the isomorphism problem, the
characterization of conditions under which two dynamical systems are really the
same in the sense that each could be obtained from the other in an invertible
way by coding. Here, however, the coding was not of the variety considered
by Shannon: Shannon considered block codes, codes that parsed the data into
nonoverlapping blocks or windows of finite length and separately mapped each
input block into an output block. The more natural construct in ergodic theory
can be called a sliding block code: Here the encoder views a block of possibly
infinite length and produces a single symbol of the output sequence using some
mapping (or code or filter). The input sequence is then shifted one time unit to
the left, and the same mapping applied to produce the next output symbol, and
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so on. This is a smoother operation than the block coding structure since the
outputs are produced based on overlapping windows of data instead of on a com-
pletely different set of data each time. Unlike the Shannon codes, these codes
will produce stationary output processes if given stationary input processes. It
should be mentioned that examples of such sliding block codes often occurred
in the information theory literature: time-invariant convolutional codes or, sim-
ply, time-invariant linear filters are sliding block codes. It is perhaps odd that
virtually all of the theory for such codes in the information theory literature
was developed by effectively considering the sliding block codes as very long
block codes. Recently sliding block codes have proved a useful structure for the
design of noiseless codes for constrained alphabet channels such as magnetic
recording devices, and techniques from symbolic dynamics have been applied to
the design of such codes. See, for example [3], [100].

Shannon’s noiseless source coding theorem suggested a solution to the iso-
morphism problem: If we assume for the moment that one of the two processes
is binary, then perfect coding of a process into a binary process and back into
the original process requires that the original process and the binary process
have the same entropy. Thus a natural conjecture is that two processes are iso-
morphic if and only if they have the same entropy. A major difficulty was the
fact that two different kinds of coding were being considered: stationary sliding
block codes with zero error by the ergodic theorists and either fixed length block
codes with small error or variable length (and hence nonstationary) block codes
with zero error by the Shannon theorists. While it was plausible that the former
codes might be developed as some sort of limit of the latter, this proved to be
an extremely difficult problem. It was Kolmogorov [88], [89] who first reasoned
along these lines and proved that in fact equal entropy (appropriately defined)
was a necessary condition for isomorphism.

Kolmogorov’s seminal work initiated a new branch of ergodic theory devoted
to the study of entropy of dynamical systems and its application to the isomor-
phism problem. Most of the original work was done by Soviet mathematicians;
notable papers are those by Sinai [134] [135] (in ergodic theory entropy is also
known as the Kolmogorov-Sinai invariant), Pinsker [125], and Rohlin and Sinai
[127]. An actual construction of a perfectly noiseless sliding block code for a
special case was provided by Meshalkin [104]. While much insight was gained
into the behavior of entropy and progress was made on several simplified ver-
sions of the isomorphism problem, it was several years before Ornstein [114]
proved a result that has since come to be known as the Kolmogorov-Ornstein
isomorphism theorem.

Ornstein showed that if one focused on a class of random processes which
we shall call B-processes, then two processes are indeed isomorphic if and only
if they have the same entropy. B-processes have several equivalent definitions,
perhaps the simplest is that they are processes which can be obtained by encod-
ing a memoryless process using a sliding block code. This class remains the most
general class known for which the isomorphism conjecture holds. In the course
of his proof, Ornstein developed intricate connections between block coding and
sliding block coding. He used Shannonlike techniques on the block codes, then
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imbedded the block codes into sliding block codes, and then used the stationary
structure of the sliding block codes to advantage in limiting arguments to obtain
the required zero error codes. Several other useful techniques and results were
introduced in the proof: notions of the distance between processes and relations
between the goodness of approximation and the difference of entropy. Ornstein
expanded these results into a book [116] and gave a tutorial discussion in the
premier issue of the Annals of Probability [115]. Several correspondence items
by other ergodic theorists discussing the paper accompanied the article.

The origins of this book lie in the tools developed by Ornstein for the proof
of the isomorphism theorem rather than with the result itself. During the early
1970’s I first become interested in ergodic theory because of joint work with Lee
D. Davisson on source coding theorems for stationary nonergodic processes. The
ergodic decomposition theorem discussed in Ornstein [115] provided a needed
missing link and led to an intense campaign on my part to learn the funda-
mentals of ergodic theory and perhaps find other useful tools. This effort was
greatly eased by Paul Shields’ book The Theory of Bernoulli Shifts [131] and by
discussions with Paul on topics in both ergodic theory and information theory.
This in turn led to a variety of other applications of ergodic theoretic techniques
and results to information theory, mostly in the area of source coding theory:
proving source coding theorems for sliding block codes and using process dis-
tance measures to prove universal source coding theorems and to provide new
characterizations of Shannon distortion-rate functions. The work was done with
Dave Neuhoff, like me then an apprentice ergodic theorist, and Paul Shields.

With the departure of Dave and Paul from Stanford, my increasing inter-
est led me to discussions with Don Ornstein on possible applications of his
techniques to channel coding problems. The interchange often consisted of my
describing a problem, his generation of possible avenues of solution, and then
my going off to work for a few weeks to understand his suggestions and work
them through.

One problem resisted our best efforts—how to synchronize block codes over
channels with memory, a prerequisite for constructing sliding block codes for
such channels. In 1975 I had the good fortune to meet and talk with Roland Do-
brushin at the 1975 IEEE/USSR Workshop on Information Theory in Moscow.
He observed that some of his techniques for handling synchronization in memo-
ryless channels should immediately generalize to our case and therefore should
provide the missing link. The key elements were all there, but it took seven
years for the paper by Ornstein, Dobrushin and me to evolve and appear [59].

Early in the course of the channel coding paper, I decided that having the
solution to the sliding block channel coding result in sight was sufficient excuse
to write a book on the overlap of ergodic theory and information theory. The
intent was to develop the tools of ergodic theory of potential use to information
theory and to demonstrate their use by proving Shannon coding theorems for
the most general known information sources, channels, and code structures.
Progress on the book was disappointingly slow, however, for a number of reasons.
As delays mounted, I saw many of the general coding theorems extended and
improved by others (often by J. C. Kieffer) and new applications of ergodic
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theory to information theory developed, such as the channel modeling work
of Neuhoff and Shields [110], [113], [112], [111] and design methods for sliding
block codes for input restricted noiseless channels by Adler, Coppersmith, and
Hasner [3] and Marcus [100]. Although I continued to work in some aspects of
the area, especially with nonstationary and nonergodic processes and processes
with standard alphabets, the area remained for me a relatively minor one and
I had little time to write. Work and writing came in bursts during sabbaticals
and occasional advanced topic seminars. I abandoned the idea of providing the
most general possible coding theorems and decided instead to settle for coding
theorems that were sufficiently general to cover most applications and which
possessed proofs I liked and could understand. The mantle of the most general
theorems will go to a book in progress by J.C. Kieffer [85]. That book shares
many topics with this one, but the approaches and viewpoints and many of the
results treated are quite different. At the risk of generalizing, the books will
reflect our differing backgrounds: mine as an engineer by training and a would-
be mathematician, and his as a mathematician by training migrating to an
engineering school. The proofs of the principal results often differ in significant
ways and the two books contain a variety of different minor results developed
as tools along the way. This book is perhaps more “old fashioned” in that
the proofs often retain the spirit of the original “classical” proofs, while Kieffer
has developed a variety of new and powerful techniques to obtain the most
general known results. I have also taken more detours along the way in order
to catalog various properties of entropy and other information measures that I
found interesting in their own right, even though they were not always necessary
for proving the coding theorems. Only one third of this book is actually devoted
to Shannon source and channel coding theorems; the remainder can be viewed
as a monograph on information measures and their properties, especially their
ergodic properties.

Because of delays in the original project, the book was split into two smaller
books and the first, Probability, Random Processes, and Ergodic Properties,
was published by Springer-Verlag in 1988 [50]. It treats advanced probability
and random processes with an emphasis on processes with standard alphabets,
on nonergodic and nonstationary processes, and on necessary and sufficient
conditions for the convergence of long term sample averages. Asymptotically
mean stationary sources and the ergodic decomposition are there treated in
depth and recent simplified proofs of the ergodic theorem due to Ornstein and
Weiss [117] and others were incorporated. That book provides the background
material and introduction to this book, the split naturally falling before the
introduction of entropy. The first chapter of this book reviews some of the basic
notation of the first one in information theoretic terms, but results are often
simply quoted as needed from the first book without any attempt to derive
them. The two books together are self-contained in that all supporting results
from probability theory and ergodic theory needed here may be found in the
first book. This book is self-contained so far as its information theory content,
but it should be considered as an advanced text on the subject and not as an
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introductory treatise to the reader only wishing an intuitive overview.

Here the Shannon-McMillan-Breiman theorem is proved using the coding
approach of Ornstein and Weiss [117] (see also Shield’s tutorial paper [132])
and hence the treatments of ordinary ergodic theorems in the first book and the
ergodic theorems for information measures in this book are consistent. The ex-
tension of the Shannon-McMillan-Breiman theorem to densities is proved using
the “sandwich” approach of Algoet and Cover [7], which depends strongly on
the usual pointwise or Birkhoff ergodic theorem: sample entropy is asymptot-
ically sandwiched between two functions whose limits can be determined from
the ergodic theorem. These results are the most general yet published in book
form and differ from traditional developments in that martingale theory is not
required in the proofs.

A few words are in order regarding topics that are not contained in this
book. I have not included multiuser information theory for two reasons: First,
after including the material that I wanted most, there was no room left. Second,
my experience in the area is slight and I believe this topic can be better handled
by others. Results as general as the single user systems described here have not
yet been developed. Good surveys of the multiuser area may be found in El
Gamal and Cover [44], van der Meulen [142], and Berger [12].

Traditional noiseless coding theorems and actual codes such as the Hufi-
man codes are not considered in depth because quite good treatments exist in
the literature, e.g., [43], [1], [102]. The corresponding ergodic theory result—
the Kolmogorov-Ornstein isomorphism theorem—is also not proved, because its
proof is difficult and the result is not needed for the Shannon coding theorems.
Many techniques used in its proof, however, are used here for similar and other
purposes.

The actual computation of channel capacity and distortion rate functions
has not been included because existing treatments [43], [17], [11], [52] are quite
adequate.

This book does not treat code design techniques. Algebraic coding is well
developed in existing texts on the subject [13], [148], [95], [18]. Allen Gersho and
I are currently writing a book on the theory and design of nonlinear coding tech-
niques such as vector quantizers and trellis codes for analog-to-digital conversion
and for source coding (data compression) and combined source and channel cod-
ing applications [47]. A less mathematical treatment of rate-distortion theory
along with other source coding topics not treated here (including asymptotic,
or high rate, quantization theory and uniform quantizer noise theory) may be
found in my book [52].

Universal codes, codes which work well for an unknown source, and variable
rate codes, codes producing a variable number of bits for each input vector, are
not considered. The interested reader is referred to [109] [96] [77] [78] [28] and
the references therein.

A recent active research area that has made good use of the ideas of rel-
ative entropy to characterize exponential growth is that of large deviations
theory[143][31]. These techniques have been used to provide new proofs of the



PROLOGUE xxi

basic source coding theorems[22]. These topics are not treated here.

Lastly, J. C. Kieffer has recently developed a powerful new ergodic theorem
that can be used to prove both traditional ergodic theorems and the extended
Shannon-McMillan-Brieman theorem [83]. He has used this theorem to prove
new strong (almost everywhere) versions of the souce coding theorem and its
converse, that is, results showing that sample average distortion is with proba-
bility one no smaller than the distortion-rate function and that there exist codes
with sample average distortion arbitrarily close to the distortion-rate function
[84] [82]. These results should have a profound impact on the future develop-
ment of the theoretical tools and results of information theory. Their imminent
publication provide a strong motivation for the completion of this monograph,
which is devoted to the traditional methods. Tradition has its place, however,
and the methods and results treated here should retain much of their role at the
core of the theory of entropy and information. It is hoped that this collection
of topics and methods will find a niche in the literature.

19 November 2000 Revision The original edition went out of print in
2000. Hence I took the opportunity to fix more typos which have been brought
to my attention (thanks in particular to Yariv Ephraim) and to prepare the book
for Web posting. This is done with the permission of the original publisher and
copyright-holder, Springer-Verlag. I hope someday to do some more serious
revising, but for the moment I am content to fix the known errors and make the
manuscript available.
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Chapter 1

Information Sources

1.1 Introduction

An information source or source is a mathematical model for a physical entity
that produces a succession of symbols called “outputs” in a random manner.
The symbols produced may be real numbers such as voltage measurements from
a transducer, binary numbers as in computer data, two dimensional intensity
fields as in a sequence of images, continuous or discontinuous waveforms, and
so on. The space containing all of the possible output symbols is called the
alphabet of the source and a source is essentially an assignment of a probability
measure to events consisting of sets of sequences of symbols from the alphabet.
It is useful, however, to explicitly treat the notion of time as a transformation
of sequences produced by the source. Thus in addition to the common random
process model we shall also consider modeling sources by dynamical systems as
considered in ergodic theory.

The material in this chapter is a distillation of [50] and is intended to estab-
lish notation.

1.2 Probability Spaces and Random Variables

A measurable space (€, B) is a pair consisting of a sample space 2 together with
a o-field B of subsets of Q (also called the event space). A o-field or o-algebra
B is a nonempty collection of subsets of {2 with the following properties:

QeB. (1.1)
If FeB, then FC={w:w¢gF} €B. (1.2)
IfF,eB;i=1,2,---, then UFZ-EB. (1.3)

1
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From de Morgan’s “laws” of elementary set theory it follows that also

Ar - e es
=1 =1

An event space is a collection of subsets of a sample space (called events by
virtue of belonging to the event space) such that any countable sequence of set
theoretic operations (union, intersection, complementation) on events produces
other events. Note that there are two extremes: the largest possible o-field of
Q is the collection of all subsets of Q0 (sometimes called the power set) and the
smallest possible o-field is {Q, 0}, the entire space together with the null set
() = Q° (called the trivial space).

If instead of the closure under countable unions required by (1.2.3), we only
require that the collection of subsets be closed under finite unions, then we say
that the collection of subsets is a field.

While the concept of a field is simpler to work with, a o-field possesses the
additional important property that it contains all of the limits of sequences of
sets in the collection. That is, if F},, n = 1,2,--- is an increasing sequence of
sets in a o-field, that is, if F,,_1 C F,, and if F' = Uzozl F,, (in which case we
write F,, 1 F or lim,_, F;, = F), then also F is contained in the o-field. In
a similar fashion we can define decreasing sequences of sets: If F), decreases to
F in the sense that F,+; C F, and F = () _, F,,, then we write F,, | F. If
F,, € B for all n, then F € B.

A probability space (2, B, P) is a triple consisting of a sample space €2 , a o-
field B of subsets of €2 , and a probability measure P which assigns a real number
P(F) to every member F of the o-field B so that the following conditions are
satisfied:

e Nonnegativity:
P(F) >0, all F € B; (1.4)

e Normalization:
P(Q) =1; (1.5)

o Countable Additivity:

If F; € B,i=1,2,--- are disjoint, then

oo

P\ JF) = , P(F;). (1.6)

=1

A set function P satisfying only (1.2.4) and (1.2.6) but not necessarily (1.2.5)
is called a measure and the triple (2, B, P) is called a measure space. Since the
probability measure is defined on a o-field, such countable unions of subsets of
Q in the o-field are also events in the o-field.

A standard result of basic probability theory is that if G,, | § (the empty or
null set), that is, if G411 C G, for all n and ﬂzo:l G, =0, then we have
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e Continuity at 0:

lim P(G,)=0. (1.7)
similarly it follows that we have
e Continuity from Below:
If F,, T F, then lim P(F,)= P(F), (1.8)
and
o Continuity from Above:
If F,, | F, then lim P(F,)= P(F). (1.9)

Given a measurable space (€2, B), a collection G of members of B is said to
generate B and we write 0(G) = B if B is the smallest o-field that contains G;
that is, if a o-field contains all of the members of G, then it must also contain all
of the members of B. The following is a fundamental approximation theorem of
probability theory. A proof may be found in Corollary 1.5.3 of [50]. The result
is most easily stated in terms of the symmetric difference A defined by

FAG = (F(G)(FJG).

Theorem 1.2.1: Given a probability space (€2, B, P) and a generating field
F, that is, F is a field and B = o(F), then given F € B and € > 0, there exists
an Fy € F such that P(FAF)) <.

Let (A,B4) denote another measurable space. A random variable or mea-
surable function defined on (€2, B) and taking values in (A,B4) is a mapping or
function f : Q — A with the property that

if '€ Ba, then f7(F) ={w: f(w) € F} € B. (1.10)

The name “random variable” is commonly associated with the special case where
A is the real line and B the Borel field, the smallest o-field containing all the
intervals. Occasionally a more general sounding name such as “random object”
is used for a measurable function to implicitly include random variables (A the
real line), random vectors (A a Euclidean space), and random processes (A a
sequence or waveform space). We will use the terms “random variable” in the
more general sense.

A random variable is just a function or mapping with the property that
inverse images of “output events” determined by the random variable are events
in the original measurable space. This simple property ensures that the output
of the random variable will inherit its own probability measure. For example,
with the probability measure P; defined by

P¢(B) = P(f~(B)) = P(w: f(w) € B); B € Ba,
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(A, B4, Py) becomes a probability space since measurability of f and elemen-
tary set theory ensure that Py is indeed a probability measure. The induced
probability measure Py is called the distribution of the random variable f. The
measurable space (A4,84) or, simply, the sample space A, is called the alphabet
of the random variable f. We shall occasionally also use the notation Pf~!
which is a mnemonic for the relation Pf~*(F) = P(f~!(F)) and which is less
awkward when f itself is a function with a complicated name, e.g., IIz_, o¢.

If the alphabet A of a random variable f is not clear from context, then we
shall refer to f as an A-valued random wvariable. If f is a measurable function
from (Q,B) to (A4,B4), we will say that f is B/B4-measurable if the o-fields
might not be clear from context.

Given a probability space (2, B, P), a collection of subsets G is a sub-o-field
if it is a o-field and all its members are in B. A random variable f : Q — A
is said to be measurable with respect to a sub-o-field G if f~*(H) € G for all
H e By.

Given a probability space (€2, B, P) and a sub-o-field G, for any event H € B
the conditional probability m(H|G) is defined as any function, say g, which
satisfies the two properties

g is measurable with respect to G (1.11)

/gth:m(GﬂH); all G € G. (1.12)
G

An important special case of conditional probability occurs when studying
the distributions of random variables defined on an underlying probability space.
Suppose that X : Q@ — Ax and Y : Q — Ay are two random variables defined
on (2, B, P) with alphabets Ax and Ay and o-fields B4, and Ba,. , respectively.
Let Pxy denote the induced distribution on (Ax x Ay,Ba, x Ba, ), that is,
Pxy(FxG)=PX € FY €G)=PX Y F)NY HQ)). Let o(Y) denote
the sub-o-field of B generated by Y, that is, Y ~*(B4, ). Since the conditional
probability P(F|o(Y)) is real-valued and measurable with respect to o(Y), it
can be written as g(Y (w)), w € Q, for some function g(y). (See, for example,
Lemma 5.2.1 of [50].) Define P(F|y) = g(y). For a fixed F € B4, define the
conditional distribution of ' given Y =y by

Px|y(Fly) = P(X"H(F)ly); y € Ba, .

From the properties of conditional probability,
Pxy(F x Q) = / Pxy (Fly)dPy(y); F € Bay,G € Ba, . (1.13)
G

It is tempting to think that for a fixed y, the set function defined by
Px|y(Fly); F' € Bay is actually a probability measure. This is not the case in
general. When it does hold for a conditional probability measure, the condi-
tional probability measure is said to be reqular. As will be emphasized later, this
text will focus on standard alphabets for which regular conditional probabilites
always exist.
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1.3 Random Processes and Dynamical Systems

We now consider two mathematical models for a source: A random process
and a dynamical system. The first is the familiar one in elementary courses, a
source is just a random process or sequence of random variables. The second
model is possibly less familiar; a random process can also be constructed from
an abstract dynamical system consisting of a probability space together with a
transformation on the space. The two models are connected by considering a
time shift to be a transformation.

A discrete time random process or for our purposes simply a random process
is a sequence of random variables {X,}ner or {X,;n € T}, where 7 is an
index set, defined on a common probability space (€2, B, P). We define a source
as a random process, although we could also use the alternative definition of
a dynamical system to be introduced shortly. We usually assume that all of
the random variables share a common alphabet, say A. The two most common
index sets of interest are the set of all integers Z = {---,-2,-1,0,1,2,- -},
in which case the random process is referred to as a two-sided random process,
and the set of all nonnegative integers Z, = {0,1,2,---}, in which case the
random process is said to be one-sided. One-sided random processes will often
prove to be far more difficult in theory, but they provide better models for
physical random processes that must be “turned on” at some time or which
have transient behavior.

Observe that since the alphabet A is general, we could also model continuous
time random processes in the above fashion by letting A consist of a family of
waveforms defined on an interval, e.g., the random variable X,, could in fact be
a continuous time waveform X (t) for ¢ € [nT, (n + 1)T"), where T is some fixed
positive real number.

The above definition does not specify any structural properties of the index
set 7 . In particular, it does not exclude the possibility that 7 be a finite set, in
which case “random vector” would be a better name than “random process.” In
fact, the two cases of 7 = Z and 7 = Z, will be the only important examples
for our purposes. Nonetheless, the general notation of 7 will be retained in
order to avoid having to state separate results for these two cases.

An abstract dynamical system consists of a probability space (€, B, P) to-
gether with a measurable transformation T : Q — € of € into itself. Measura-
bility means that if F' € B, then also T~'F = {w : Tw € F}€ B. The quadruple
(Q,B,P.T) is called a dynamical system in ergodic theory. The interested reader
can find excellent introductions to classical ergodic theory and dynamical system
theory in the books of Halmos [62] and Sinai [136]. More complete treatments
may be found in [15], [131], [124], [30], [147], [116], [42]. The term “dynamical
systems” comes from the focus of the theory on the long term “dynamics” or
“dynamical behavior” of repeated applications of the transformation 7" on the
underlying measure space.

An alternative to modeling a random process as a sequence or family of
random variables defined on a common probability space is to consider a sin-
gle random variable together with a transformation defined on the underlying
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probability space. The outputs of the random process will then be values of the
random variable taken on transformed points in the original space. The trans-
formation will usually be related to shifting in time and hence this viewpoint will
focus on the action of time itself. Suppose now that T is a measurable mapping
of points of the sample space €2 into itself. It is easy to see that the cascade or
composition of measurable functions is also measurable. Hence the transforma-
tion T" defined as T?w = T(Tw) and so on (T"w = T(T" 'w)) is a measurable
function for all positive integers n. If f is an A-valued random variable defined
on (Q, B), then the functions fT™ : Q@ — A defined by fT"(w) = f(T"w) for
w €  will also be random variables for all n in Z,. Thus a dynamical system
together with a random variable or measurable function f defines a one-sided
random process { X, }nez, by Xp(w) = f(T"w). If it should be true that 7' is
invertible, that is, 7" is one-to-one and its inverse 7' is measurable, then one
can define a two-sided random process by X, (w) = f(T"w), all n in Z.

The most common dynamical system for modeling random processes is that
consisting of a sequence space {2 containing all one- or two-sided A-valued se-
quences together with the shift transformation 7', that is, the transformation
that maps a sequence {z,} into the sequence {x,4+1} wherein each coordinate
has been shifted to the left by one time unit. Thus, for example, let ) = A%+
= {all z = (xg,z1,---) with 2; € A for all i} and define T : Q@ — Q by
T(xo, 1,22, ) = (x1,%2,%3,---). T is called the shift or left shift transforma-
tion on the one-sided sequence space. The shift for two-sided spaces is defined
similarly.

The different models provide equivalent models for a given process: one
emphasizing the sequence of outputs and the other emphasising the action of a
transformation on the underlying space in producing these outputs. In order to
demonstrate in what sense the models are equivalent for given random processes,
we next turn to the notion of the distribution of a random process.

1.4 Distributions

While in principle all probabilistic quantities associated with a random process
can be determined from the underlying probability space, it is often more con-
venient to deal with the induced probability measures or distributions on the
space of possible outputs of the random process. In particular, this allows us to
compare different random processes without regard to the underlying probabil-
ity spaces and thereby permits us to reasonably equate two random processes
if their outputs have the same probabilistic structure, even if the underlying
probability spaces are quite different.

We have already seen that each random variable X, of the random process
{X,} inherits a distribution because it is measurable. To describe a process,
however, we need more than simply probability measures on output values of
separate single random variables; we require probability measures on collections
of random variables, that is, on sequences of outputs. In order to place prob-
ability measures on sequences of outputs of a random process, we first must
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construct the appropriate measurable spaces. A convenient technique for ac-
complishing this is to consider product spaces, spaces for sequences formed by
concatenating spaces for individual outputs.

Let 7 denote any finite or infinite set of integers. In particular, 7 = Z(n) =
{0,1,2,---,n — 1}, T = Z, or T = Z,. Define 27 = {z;};e7. For example,
2% = (--,m_1,20, 21, ) is a two-sided infinite sequence. When 7 = Z(n) we
abbreviate 2Z(™ to simply 2™ . Given alphabets A;,i € T , define the cartesian
product space

x A;={all 27 ix;,€ A; alliin T}.
ieT

In most cases all of the A; will be replicas of a single alphabet A and the above
product will be denoted simply by A7 . Thus, for example, AU7m+1 0} jg
the space of all possible outputs of the process from time m to time n; A%
is the sequence space of all possible outputs of a two-sided process. We shall
abbreviate the notation for the space AZ(™ the space of all n dimensional
vectors with coordinates in A, by A™ .

To obtain useful o-fields of the above product spaces, we introduce the idea of
arectangle in a product space. A rectanglein A7 taking values in the coordinate
o-fields B;, i € J, is defined as any set of the form

B={zT € AT : z; € B;; alli in J}, (1.14)

where J is a finite subset of the index set 7 and B; € B; for all 1 € J.
(Hence rectangles are sometimes referred to as finite dimensional rectangles.) A
rectangle as in (1.4.1) can be written as a finite intersection of one-dimensional
rectangles as

B= m {.TT S AT 1 T; € Bz} = m Xz_l(Bz) (115)
i€J ieJ

where here we consider X; as the coordinate functions X; : A7 — A defined by
As rectangles in A7 are clearly fundamental events, they should be members
of any useful o-field of subsets of AZ. Define the product o-field B 47 as the
smallest o-field containing all of the rectangles, that is, the collection of sets that
contains the clearly important class of rectangles and the minimum amount of
other stuff required to make the collection a o-field. To be more precise, given
an index set 7 of integers, let RECT (B;,i € T) denote the set of all rectangles
in A7 taking coordinate values in sets in B;,i € 7 . We then define the product
o-field of A7 by
Ba7 = o(RECT(B;,i € T)). (1.16)

Consider an index set 7 and an A-valued random process {X,, }ner defined
on an underlying probability space (2,8, P). Given any index set J C T
measurability of the individual random variables X,, implies that of the random
vectors X7 = {X,;;n € J}. Thus the measurable space (A7, B47) inherits a
probability measure from the underlying space through the random variables
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XY Thus in particular the measurable space (A7, B AT) inherits a probability
measure from the underlying probability space and thereby determines a new
probability space (A7,B AT,PxT), where the induced probability measure is
defined by

Pxr(F)=P((XT)"Y(F))=P(w: XT(w) € F); FeBa”. (1.17)

Such probability measures induced on the outputs of random variables are re-
ferred to as distributions for the random variables, exactly as in the simpler case
first treated. When 7 = {m,m + 1,---,m + n — 1}, e.g., when we are treating
X = (Xn, +, Xmin—1) taking values in A", the distribution is referred to
as an n-dimensional or nth order distribution and it describes the behavior of
an n-dimensional random variable. If 7 is the entire process index set, e.g., if
T = Z for a two-sided process or 7 = Z, for a one-sided process, then the
induced probability measure is defined to be the distribution of the process.
Thus, for example, a probability space (2, B, P) together with a doubly infi-
nite sequence of random variables {X, },cz induces a new probability space
(AZ,B4%,Pxz) and Pxz is the distribution of the process. For simplicity, let
us now denote the process distribution simply by m. We shall call the proba-
bility space (AT,BAT,m) induced in this way by a random process { X, }nez
the output space or sequence space of the random process.

Since the sequence space (AT,BAT,m) of a random process { X, }nez is a
probability space, we can define random variables and hence also random pro-
cesses on this space. One simple and useful such definition is that of a sampling
or coordinate or projection function defined as follows: Given a product space
AT | define the sampling functions II,, : A7 — A by

M,(27) =2,,27 € AT, neT. (1.18)

The sampling function is named II since it is also a projection. Observe that the
distribution of the random process {II,, },e7 defined on the probability space
(AT Ba7,m) is exactly the same as the distribution of the random process
{ X, }ner defined on the probability space (2, B, P). In fact, so far they are the
same process since the {II,,} simply read off the values of the {X,,}.

What happens, however, if we no longer build the II,, on the X,,, that is, we
no longer first select w from § according to P, then form the sequence 27 =
X7 (w) = {X,(w)}neT, and then define I1,,(z7) = X, (w)? Instead we directly
choose an x in A7 using the probability measure m and then view the sequence
of coordinate values. In other words, we are considering two completely separate
experiments, one described by the probability space (€2, B, P) and the random
variables {X,,} and the other described by the probability space (A7, B 47, m)
and the random variables {II,,}. In these two separate experiments, the actual
sequences selected may be completely different. Yet intuitively the processes
should be the “same” in the sense that their statistical structures are identical,
that is, they have the same distribution. We make this intuition formal by
defining two processes to be equivalent if their process distributions are identical,
that is, if the probability measures on the output sequence spaces are the same,
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regardless of the functional form of the random variables of the underlying
probability spaces. In the same way, we consider two random variables to be
equivalent if their distributions are identical.

We have described above two equivalent processes or two equivalent models
for the same random process, one defined as a sequence of random variables
on a perhaps very complicated underlying probability space, the other defined
as a probability measure directly on the measurable space of possible output
sequences. The second model will be referred to as a directly given random
process.

Which model is “better” depends on the application. For example, a directly
given model for a random process may focus on the random process itself and not
its origin and hence may be simpler to deal with. If the random process is then
coded or measurements are taken on the random process, then it may be better
to model the encoded random process in terms of random variables defined on
the original random process and not as a directly given random process. This
model will then focus on the input process and the coding operation. We shall
let convenience determine the most appropriate model.

We can now describe yet another model for the above random process, that
is, another means of describing a random process with the same distribution.
This time the model is in terms of a dynamical system. Given the probability
space (AT, BT, m), define the (left) shift transformation 7' : A7 — A7 by

T(xT) = T({xn}nET) = yT = {yn}nETa

where
Yn = Tpy1,n €T,

Thus the nth coordinate of y7 is simply the (n + 1)st coordinate of 27 . (We
assume that 7 is closed under addition and hence if n and 1 are in 7, then so
is (n 4+ 1).) If the alphabet of such a shift is not clear from context, we will
occasionally denote the shift by T4 or Tyz. The shift can easily be shown to
be measurable.

Consider next the dynamical system (A7, B AL P T ) and the random pro-
cess formed by combining the dynamical system with the zero time sampling
function I1y (we assume that 0 is a member of 7 ). If we define Y,,(z) = Il (T"x)
for x = 27 € A7, or, in abbreviated form, Y,, = IIyT™, then the random pro-
cess {Y, }ner is equivalent to the processes developed above. Thus we have
developed three different, but equivalent, means of producing the same random
process. Each will be seen to have its uses.

The above development shows that a dynamical system is a more fundamen-
tal entity than a random process since we can always construct an equivalent
model for a random process in terms of a dynamical system—use the directly
given representation, shift transformation, and zero time sampling function.

The shift transformation on a sequence space introduced above is the most
important transformation that we shall encounter. It is not, however, the only
important transformation. When dealing with transformations we will usually
use the notation T to reflect the fact that it is often related to the action of a
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simple left shift of a sequence, yet it should be kept in mind that occasionally
other operators will be considered and the theory to be developed will remain
valid, even if T is not required to be a simple time shift. For example, we will
also consider block shifts.

Most texts on ergodic theory deal with the case of an invertible transforma-
tion, that is, where T is a one-to-one transformation and the inverse mapping
T~ is measurable. This is the case for the shift on AZ, the two-sided shift. It is
not the case, however, for the one-sided shift defined on A%+ and hence we will
avoid use of this assumption. We will, however, often point out in the discussion
what simplifications or special properties arise for invertible transformations.

Since random processes are considered equivalent if their distributions are
the same, we shall adopt the notation [4, m, X] for a random process {X,,;n €
7'} with alphabet A and process distribution m, the index set 7 usually being
clear from context. We will occasionally abbreviate this to the more common
notation [A,m], but it is often convenient to note the name of the output ran-
dom variables as there may be several, e.g., a random process may have an
input X and output Y. By “the associated probability space” of a random
process [A, m, X] we shall mean the sequence probability space (A7, B AT,m).
It will often be convenient to consider the random process as a directly given
random process, that is, to view X,, as the coordinate functions II,, on the se-
quence space A7 rather than as being defined on some other abstract space.
This will not always be the case, however, as often processes will be formed by
coding or communicating other random processes. Context should render such
bookkeeping details clear.

1.5 Standard Alphabets

A measurable space (A,B4) is a standard space if there exists a sequence of
finite fields F,,; n = 1,2, --- with the following properties:

(1) F, C Fpya (the fields are increasing).

(2) Ba is the smallest o-field containing all of the F,, (the F,, generate B4 or
Ba=o(U,2, Fn))-

(3) An event G,, € F, is called an atom of the field if it is nonempty and and
its only subsets which are also field members are itself and the empty set.
If G, € Fo;n=1,2,--- are atoms and G,4+1 C G, for all n, then

() Gn #0.
n=1

Standard spaces are important for several reasons: First, they are a general class
of spaces for which two of the key results of probability hold: (1) the Kolmogorov
extension theorem showing that a random process is completely described by its
finite order distributions, and (2) the existence of regular conditional probability
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measures. Thus, in particular, the conditional probability measure Pxy (F|y)
of (1.13) is regular if the alphabets Ax and Ay are standard and hence for each
fixed y € Ay the set function Px|y(Fly); F € Ba, is a probability measure.
In this case we can interpret Px|y(Fly) as P(X € F|Y = y). Second, the
ergodic decomposition theorem of ergodic theory holds for such spaces. Third,
the class is sufficiently general to include virtually all examples arising in ap-
plications, e.g., discrete spaces, the real line, Euclidean vector spaces, Polish
spaces (complete separable metric spaces), etc. The reader is referred to [50]
and the references cited therein for a detailed development of these properties
and examples of standard spaces.

Standard spaces are not the most general space for which the Kolmogorov
extension theorem, the existence of conditional probability, and the ergodic
decomposition theorem hold. These results also hold for perfect spaces which
include standard spaces as a special case. (See, e.g., [128],[139],[126], [98].) We
limit discussion to standard spaces, however, as they are easier to characterize
and work with and they are sufficiently general to handle most cases encountered
in applications. Although standard spaces are not the most general for which the
required probability theory results hold, they are the most general for which all
finitely additive normalized measures extend to countably additive probability
measures, a property which greatly eases the proof of many of the desired results.

Throughout this book we shall assume that the alphabet A of the information
source is a standard space.

1.6 Expectation

Let (Q,B,m) be a probability space, e.g., the probability space of a directly
given random process with alphabet A, (A7, B AT,m). A real-valued random
variable f : © — R will also be called a measurement since it is often formed
by taking a mapping or function of some other set of more general random
variables, e.g., the outputs of some random process which might not have real-
valued outputs. Measurements made on such processes, however, will always be
assumed to be real.

Suppose next we have a measurement f whose range space or alphabet
f(Q) C R of possible values is finite. Then f is called a discrete random
variable or discrete measurement or digital measurement or, in the common
mathematical terminology, a simple function.

Given a discrete measurement f, suppose that its range space is f(Q)
{bi,i = 1,---, N}, where the b; are distinct. Define the sets F; = f~1(b;) =
{z: f(x) =b;},i=1,---,N. Since f is measurable, the F; are all members
of B. Since the b; are distinct, the F; are disjoint. Since every input point in
Q) must map into some b;, the union of the F; equals €. Thus the collection
{F;;i=1,2,---, N} forms a partition of 2. We have therefore shown that any
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discrete measurement f can be expressed in the form

M
flx) = Zbilpi (z), (1.19)

where b; € R, the F; € B form a partition of {2, and 1, is the indicator function
of F;,i=1,---,M. Every simple function has a unique representation in this
form with distinct b; and {F;} a partition.

The expectation or ensemble average or probabilistic average or mean of a
discrete measurement f : © — R as in (1.6.1) with respect to a probability
measure m is defined by

M
Enf=>_bm(F). (1.20)
i=0
An immediate consequence of the definition of expectation is the simple but
useful fact that for any event F in the original probability space,
E,1p = m(F),

that is, probabilities can be found from expectations of indicator functions.
Again let (Q, B, m) be a probability space and f : @ — R a measurement,
that is, a real-valued random variable or measurable real-valued function. Define

the sequence of quantizers ¢, : R — R, n=1,2,---, as follows:
n n<r
(=g B=D2" (k-2 <r< k27 k=12, n2"
W= —(k—1)2 k2 <r<—(k—1)27% k=1,2,---,n2"
-n r<-—m.

We now define expectation for general measurements in two steps. If f > 0,
then define

Since the ¢, are discrete measurements on f, the ¢,(f) are discrete measure-
ments on Q (¢,(f)(z) = ¢.(f(x)) is a simple function) and hence the individual
expectations are well defined. Since the ¢,(f) are nondecreasing, so are the
En(q,(f)) and this sequence must either converge to a finite limit or grow
without bound, in which case we say it converges to oo. In both cases the
expectation E,, f is well defined, although it may be infinite.
If f is an arbitrary real random variable, define its positive and negative parts
f* (@) = max(f(x),0) and £~ (z) = —min(f(z),0) so that f(z) = f*(z)—f~(x)
and set
Em.f = E’mf+ - E7nf7 (122)

provided this does not have the form +o0o — oo, in which case the expectation
does not exist. It can be shown that the expectation can also be evaluated for
nonnegative measurements by the formula

E.f = sup FEn.g.
discrete g: g<f
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The expectation is also called an integral and is denoted by any of the fol-
lowing:

Bof = [ fam = [ f@dm() = [ foym(da).

The subscript m denoting the measure with respect to which the expectation is
taken will occasionally be omitted if it is clear from context.

A measurement f is said to be integrable or m-integrable if E,,f exists and
is finite. A function is integrable if and only if its absolute value is integrable.
Define L'(m) to be the space of all m-integrable functions. Given any m-
integrable f and an event B, define

/B fam = [ f(e)1a(o) dm(a).

Two random variables f and g are said to be equal m-almost-everywhere
or equal m-a.e. or equal with m-probability one if m(f = g) = m({z : f(z) =
g(x)}) = 1. The m- is dropped if it is clear from context.

Given a probability space (£2,B,m), suppose that G is a sub-o-field of B,
that is, it is a o-field of subsets of Q and all those subsets are in B (G C B).
Let f: 2 — R be an integrable measurement. Then the conditional expectation
E(f]G) is described as any function, say h(w), that satisfies the following two
properties:

h(w) is measurable with respect to G (1.23)

/hdm:/ fdm; all G € G. (1.24)
G G

If a regular conditional probability distribution given G exists, e.g., if the
space is standard, then one has a constructive definition of conditional expecta-
tion: E(f|G)(w) is simply the expectation of f with respect to the conditional
probability measure m(.|G)(w). Applying this to the example of two random
variables X and Y with standard alphabets described in Section 1.2 we have
from (1.24) that for integrable f: Ax x Ay = R

B(f) = / F(,y)dPxy (2, y) = / ( / f(,y)dPyy (ely))dPy (). (1.25)

In particular, for fixed y, f(x,y) is an integrable (and measurable) function of
x.

Equation (1.25) provides a generalization of (1.13) from rectangles to arbi-
trary events. For an arbitrary F' € B4, x4, we have that

Py (F) = / / (Lr (2, 4)dPx v (x]y)) APy () = / Py (Fyly)dPy (y), (L.26)

where Fy = {z : (z,y) € F'} is called the section of F' at y. If F is measurable,
then so is F), for all y.



14 CHAPTER 1. INFORMATION SOURCES

The inner integral is just
[ dPav(aly) = Pv(Bly)
wi(z,y)EF

where the set F, = {z : (x,y) € F} is called the section of F at y. Since
1p(z,y) is measurable with respect to x for each fixed y, F, € Ba,.

1.7 Asymptotic Mean Stationarity

A dynamical system (or the associated source) (2, B, P,T) is said to be station-
ary if
P(T™'G) = P(G)

for all G € B. It is said to be asymptotically mean stationary or, simply, AMS
if the limit )

_ 1= e
P(G) = lim — kZ_OP(T Q) (1.27)
exists for all G € B. The following theorems summarize several important
properties of AMS sources. Details may be found in Chapter 6 of [50].

Theorem 1.7.1: If a dynamical system (2, B, P, T) is AMS, then P defined
in (1.7.1) is a probability measure and (2, B, P, T) is stationary. (P is called the
stationary mean of P.) If an event G is invariant in the sense that T-1G = G,
then

P(G) = P(G).

If a random variable ¢ is invariant in the sense that g(Tz) = g(z) with P
probability 1, then
Epg = Epg.
The stationary mean P asymptotically dominates P in the sense that if P(G)
= 0, then
limsup P(T™"G) = 0.

Theorem 1.7.2: Given an AMS source {X,,} let o(X,, X, t1,- ) denote
the o-field generated by the random variables X,,, - -, that is, the smallest o-
field with respect to which all these random variables are measurable. Define
the tail o-field Foo by

o0
Foo= (o (Xa ).
n=0
If G € Fs and P(G) = 0, then also P(G) = 0.

The tail o-field can be thought of as events that are determinable by looking
only at samples of the sequence in the arbitrarily distant future. The theorem
states that the stationary mean dominates the original measure on such tail
events in the sense that zero probability under the stationary mean implies zero
probability under the original source.
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1.8 Ergodic Properties

Two of the basic results of ergodic theory that will be called upon extensively
are the pointwise or almost-everywhere ergodic theorem and the ergodic decom-
position theorem We quote these results along with some relevant notation for
reference. Detailed developments may be found in Chapters 6-8 of [50]. The
ergodic theorem states that AMS dynamical systems (and hence also sources)
have convergent sample averages, and it characterizes the limits.

Theorem 1.8.1: If a dynamical system (2, B, m,T) is AMS with stationary
mean m and if f € L'(m), then with probability one under m and m

n—1
1 .
lim — T' = Eqm(f|T),
i 3 T = B

where 7 is the sub-o-field of invariant events, that is, events G for which 771G =
G.

The basic idea of the ergodic decomposition is that any stationary source
which is not ergodic can be represented as a mixture of stationary ergodic com-
ponents or subsources.

Theorem 1.8.2: Given the standard sequence space (2, B) with shift T as
previously, there exists a family of stationary ergodic measures {p,; = € Q},
called the ergodic decomposition, with the following properties:

(a) PTz = Pz

(b) For any stationary measure m,

m(G) = / po(G)dm(z); all G € B.

(c) For any g € L'(m)

/gdm = /(/gdpm)dm(w)

It is important to note that the same collection of stationary ergodic components
works for any stationary measure m. This is the strong form of the ergodic
decomposition.

The final result of this section is a variation on the ergodic decomposition
that will be useful. To describe the result, we need to digress briefly to introduce
a metric on spaces of probability measures. A thorough development can be
found in Chapter 8 of [50]. We have a standard sequence measurable space
(Q, B) and hence we can generate the o-field B by a countable field F = {F),;
n=1,2,---}. Given such a countable generating field, a distributional distance
between two probability measures p and m on (2, B) is defined by

d(p,m) = 3 27" p(F,) — m(Fy)|.
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Any choice of a countable generating field yields a distributional distance. Such
a distance or metric yields a measurable space of probability measures as follows:
Let A denote the space of all probability measures on the original measurable
space (Q,B). Let B(A) denote the o-field of subsets of A generated by all
open spheres using the distributional distance, that is, all sets of the form {p :
d(p,m) < €} for some m € A and some € > 0. We can now consider properties of
functions that carry sequences in our original space into probability measures.
The following is Theorem 8.5.1 of [50].

Theorem 1.8.3: Fix a standard measurable space (€2, B) and a transforma-
tion T : Q — €. Then there are a standard measurable space (A, £), a family of
stationary ergodic measures {my; A € A} on (£, B), and a measurable mapping
1 : 0 — A such that

(a) @ is invariant (¢(Tx) = ¥(z) all z);

(b) if m is a stationary measure on (2, B) and Py, is the induced distribution;
that is, Py(G) = m(yy"1(G)) for G € A (which is well defined from (a)),
then

m(F) = / dm(@)my ) (F) = / AP, (Nma(F), all F € B,
and if f € L'(m), then so is [ fdmy Py-a.e. and
B f = / dm() B, ., | = / APy (N En, f.

Finally, for any event F, my(F) = m(F|), that is, given the ergodic
decomposition and a stationary measure m , the ergodic component X is
a version of the conditional probability under m given ¢ = A.

The following corollary to the ergodic decomposition is Lemma 8.6.2 of [50].
It states that the conditional probability of a future event given the entire past
is unchanged by knowing the ergodic component in effect. This is because the
infinite past determines the ergodic component in effect.

Corollary 1.8.1: Suppose that {X,,} is a two-sided stationary process with
distribution m and that {mx; A € A} is the ergodic decomposition and 1 the
ergodic component function. Then the mapping 1 is measurable with respect
to o(X_1,X_9,---) and

m((XO7X17 t ) S F|X71’X72’ .. )

= mﬂ)((X(tha c ) S F|X_17X_2, .. ), m — a.e.



Chapter 2

Entropy and Information

2.1 Introduction

The development of the idea of entropy of random variables and processes by
Claude Shannon provided the beginnings of information theory and of the mod-
ern age of ergodic theory. We shall see that entropy and related information
measures provide useful descriptions of the long term behavior of random pro-
cesses and that this behavior is a key factor in developing the coding theorems
of information theory. We now introduce the various notions of entropy for ran-
dom variables, vectors, processes, and dynamical systems and we develop many
of the fundamental properties of entropy.

In this chapter we emphasize the case of finite alphabet random processes
for simplicity, reflecting the historical development of the subject. Occasionally
we consider more general cases when it will ease later developments.

2.2 Entropy and Entropy Rate

There are several ways to introduce the notion of entropy and entropy rate.
We take some care at the beginning in order to avoid redefining things later.
We also try to use definitions resembling the usual definitions of elementary
information theory where possible. Let (Q,B,P,T) be a dynamical system.
Let f be a finite alphabet measurement (a simple function) defined on €2 and
define the one-sided random process f, = f1"; n = 0,1,2,---. This process
can be viewed as a coding of the original space, that is, one produces successive
coded values by transforming (e.g., shifting) the points of the space, each time
producing an output symbol using the same rule or mapping. In the usual
way we can construct an equivalent directly given model of this process. Let
A ={ay,as,"--,a) )} denote the finite alphabet of f and let (AZ+,B§+) be the
resulting one-sided sequence space, where B4 is the power set. We abbreviate
the notation for this sequence space to (A*°,B%). Let T4 denote the shift
on this space and let X denote the time zero sampling or coordinate function

17



18 CHAPTER 2. ENTROPY AND INFORMATION

and define X,,(z) = X(Thz) = x,. Let m denote the process distribution
induced by the original space and the fT™, i.e., m = Py = Pf~! where f(w) =
(f(w), f(Tw), f(T?w),- ).

Observe that by construction, shifting the input point yields an output se-
quence that is also shifted, that is,

f(Tw) = Taf(w).

Sequence-valued measurements of this form are called stationary or invariant
codings (or time invariant or shift invariant codings in the case of the shift)
since the coding commutes with the transformations.

The entropy and entropy rates of a finite alphabet measurement depend
only on the process distributions and hence are usually more easily stated in
terms of the induced directly given model and the process distribution. For the
moment, however, we point out that the definition can be stated in terms of
either system. Later we will see that the entropy of the underlying system is
defined as a supremum of the entropy rates of all finite alphabet codings of the
system.

The entropy of a discrete alphabet random variable f defined on the proba-
bility space (2, B, P) is defined by

=-Y P(f=a)nP(f=a). (2.1)

a€A

We define 0In0 to be 0 in the above formula. We shall often use logarithms
to the base 2 instead of natural logarithms. The units for entropy are “nats”
when the natural logarithm is used and “bits” for base 2 logarithms. The
natural logarithms are usually more convenient for mathematics while the base 2
logarithms provide more intuitive descriptions. The subscript P can be omitted
if the measure is clear from context. Be forewarned that the measure will
often not be clear from context since more than one measure may be under
consideration and hence the subscripts will be required. A discrete alphabet
random variable f has a probability mass function (pmf), say ps, defined by
prla) = P(f =a) = P({w: f(w) = a}) and hence we can also write

= - psla)Inps(a).

a€cA

It is often convenient to consider the entropy not as a function of the par-
ticular outputs of f but as a function of the partition that f induces on €. In
particular, suppose that the alphabet of f is A = {a1,a2,---, a4} and define
the partition @ = {Q;i=1,2,---,[|4]|} by Q: = {w : f(w) = a;} = fF 1 ({a;}).
In other words, Q consists of disjoint sets which group the points in €2 together
according to what output the measurement f produces. We can consider the
entropy as a function of the partition and write

Al

Z P(Q;)In P(Q;). (2.2)
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Clearly different mappings with different alphabets can have the same entropy
if they induce the same partition. Both notations will be used according to the
desired emphasis. We have not yet defined entropy for random variables that
do not have discrete alphabets; we shall do that later.

Return to the notation emphasizing the mapping f rather than the partition.
Defining the random variable P(f) by P(f)(w) = P(A: f(A) = f(w)) we can
also write the entropy as

Hp(f) = Ep(—In P(f)).

Using the equivalent directly given model we have immediately that
Hp(f) = Hp(Q) = H;n(Xo) = Ep(—Inm(Xy)). (2.3)

At this point one might ask why we are carrying the baggage of notations
for entropy in both the original space and in the sequence space. If we were
dealing with only one measurement f (or X, ), we could confine interest to the
simpler directly-given form. More generally, however, we will be interested in
different measurements or codings on a common system. In this case we will
require the notation using the original system. Hence for the moment we keep
both forms, but we shall often focus on the second where possible and the first
only when necessary.

The nth order entropy of a discrete alphabet measurement f with respect to
T is defined as

HE(f)=n""Hp(f")

where f* = (f, fT, fT?,---, fT" ') or, equivalently, we define the discrete
alphabet random process X, (w) = f(T"w), then

ffr=X"=Xo, Xy, -, Xpn_1.
As previously, this is given by
H(X) =0 Hy(X™) = n ' Ep(— Inm(X™)).

This is also called the entropy (per-coordinate or per-sample) of the random
vector f™ or X™. We can also use the partition notation here. The partition
corresponding to f™ has a particular form: Suppose that we have two partitions,
Q = {Q;} and P = {P,;}. Define their join Q\/ P as the partition containing
all nonempty intersection sets of the form Q; () P;. Define also T7'Q as the
partition containing the atoms 77'Q;. Then f" induces the partition

n—1
V7o
=0

and we can write
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As before, which notation is preferable depends on whether we wish to emphasize
the mapping f or the partition Q.

The entropy rate or mean entropy of a discrete alphabet measurement f with
respect to the transformation T is defined by

Hp(f) = limsule(Dn)(f)

n—oo

= Hp(Q) = limsup HLY (Q) = H,,(X) = limsup H{ (X).
Given a dynamical system (2, B, P,T), the entropy H(P,T) of the system
(or of the measure with respect to the transformation) is defined by

H(P,T) = sup Hp(f) = sp Hp(Q),

where the supremum is over all finite alphabet measurements (or codings) or,
equivalently, over all finite measurable partitions of . (We emphasize that
this means alphabets of size M for all finite values of M.) The entropy of a
system is also called the Kolmogorov-Sinai invariant of the system because of
the generalization by Kolmogorov [88] and Sinai [134] of Shannon’s entropy rate
concept to dynamical systems and the demonstration that equal entropy was a
necessary condition for two dynamical systems to be isomorphic.

Suppose that we have a dynamical system corresponding to a finite alphabet
random process {X,}, then one possible finite alphabet measurement on the
process is f(x) = x¢, that is, the time 0 output. In this case clearly Hp(f) =
Hp(X) and hence, since the system entropy is defined as the supremum over
all simple measurements,

H(P,T) > Hp(X). (2.4)

We shall later see that (2.4) holds with equality for finite alphabet random
processes and provides a generalization of entropy rate for processes that do not
have finite alphabets.

2.3 Basic Properties of Entropy

For simplicity we focus on the entropy rate of a directly given finite alphabet
random process {X,,}. We also will emphasize stationary measures, but we will
try to clarify those results that require stationarity and those that are more
general.

Let A be a finite set. Let Q = A%+ and let B be the sigma-field of subsets of
Q generated by the rectangles. Since A is finite, (A, B4) is standard, where B4 is
the power set of A. Thus (2, B) is also standard by Lemma 2.4.1 of [50]. In fact,
from the proof that cartesian products of standard spaces are standard, we can
take as a basis for B the fields F,, generated by the finite dimensional rectangles
having the form {z : X"(x) = 2™ = a"} for all a™ € A™ and all positive integers
n. (Members of this class of rectangles are called thin cylinders.) The union of
all such fields, say F, is then a generating field.
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Many of the basic properties of entropy follow from the following simple
inequality.

Lemma 2.3.1: Given two probability mass functions {p;} and {g;}, that
is, two countable or finite sequences of nonnegative numbers that sum to one,

then )
va: In 2% >0
f qi

with equality if and only if ¢; = p;, all 4.
Proof: The lemma follows easily from the elementary inequality for real
numbers
nz<z-1 (2.5)

(with equality if and only if x = 1) since
qi qi
Zpiln; < Zpi(; -1)= Z%’ - Zpi =0
. 7 . 7 . .

with equality if and only if ¢;/p; = 1 all 4. Alternatively, the inequality follows
from Jensen’s inequality [63] since In is a convex [ function:

;pi 1111% <In (;;ﬁi) =0

with equality if and only if ¢;/p; = 1, all ¢. O

The quantity used in the lemma is of such fundamental importance that we
pause to introduce another notion of information and to recast the inequality
in terms of it. As with entropy, the definition for the moment is only for finite
alphabet random variables. Also as with entropy, there are a variety of ways
to define it. Suppose that we have an underlying measurable space (€2, B) and
two measures on this space, say P and M, and we have a random variable f
with finite alphabet A defined on the space and that Q is the induced partition
{f~'(a);a € A}. Let Py and M be the induced distributions and let p and m be
the corresponding probability mass functions, e.g., p(a) = P¢({a}) = P(f = a).
Define the relative entropy of a measurement f with measure P with respect to
the measure M by

1Al
Hpyn(f) = Hpynr(Q) = Y pla) m 2 3" P(@Q)In
i=1

= (a)

Observe that this only makes sense if p(a) is 0 whenever m(a) is, that is, if Py is
absolutely continuous with respect to My or My >> Py. Define Hp|p(f) = oo
if Py is not absolutely continuous with respect to M. The measure M is re-
ferred to as the reference measure. Relative entropies will play an increasingly
important role as general alphabets are considered. In the early chapters the
emphasis will be on ordinary entropy with similar properties for relative en-
tropies following almost as an afterthought. When considering more abstract
(nonfinite) alphabets later on, relative entropies will prove indispensible.

P(Qi)
M(Qi)
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Analogous to entropy, given a random process { X,, } described by two process
distributions p and m, if it is true that

mxn >> pxn; n:1a27"'a

then we can define for each n the nth order relative entropy n_alHm(X”) and
the relative entropy rate

H

pljm (X) = limsup alHm(X”).
n—oo M

When dealing with relative entropies it is often the measures that are impor-
tant and not the random variable or partition. We introduce a special notation
which emphasizes this fact. Given a probability space (2, B, P), with Q a finite
space, and another measure M on the same space, we define the divergence of
P with respect to M as the relative entropy of the identity mapping with respect
to the two measures:

P(w)
M(w)

D(P||M) =) P(w)n
weN

Thus, for example, given a finite alphabet measurement f on an arbitrary prob-
ability space (2, B, P), if M is another measure on (€, B) then

Hpm(f) = D(Py|[My).

Similarly,

H

pHm(Xn) - D(PX"

M),

where Pxn» and Mx» are the distributions for X" induced by process measures p
and m, respectively. The theory and properties of relative entropy are therefore
determined by those for divergence.

There are many names and notations for relative entropy and divergence
throughout the literature. The idea was introduced by Kullback for applications
of information theory to statistics (see, e.g., Kullback [92] and the references
therein) and was used to develop information theoretic results by Perez [120]
[122] [121], Dobrushin [32], and Pinsker [125]. Various names in common use for
this quantity are discrimination, discrimination information, Kullback-Leibler
number, directed divergence, and cross entropy.

The lemma can be summarized simply in terms of divergence as in the
following theorem, which is commonly referred to as the divergence inequality.

Theorem 2.3.1: Given any two probability measures P and M on a com-
mon finite alphabet probability space, then

D(P||M) >0 (2.6)

with equality if and only if P = M.
In this form the result is known as the divergence inequality. The fact that
the divergence of one probability measure with respect to another is nonnegative
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and zero only when the two measures are the same suggest the interpretation
of divergence as a “distance” between the two probability measures, that is, a
measure of how different the two measures are. It is not a true distance or metric
in the usual sense since it is not a symmetric function of the two measures and
it does not satisfy the triangle inequality. The interpretation is, however, quite
useful for adding insight into results characterizing the behavior of divergence
and it will later be seen to have implications for ordinary distance measures
between probability measures.

The divergence plays a basic role in the family of information measures all
of the information measures that we will encounter—entropy, relative entropy,
mutual information, and the conditional forms of these information measures—
can be expressed as a divergence.

There are three ways to view entropy as a special case of divergence. The
first is to permit M to be a general measure instead of requiring it to be a
probability measure and have total mass 1. In this case entropy is minus the
divergence if M is the counting measure, i.e., assigns measure 1 to every point
in the discrete alphabet. If M is not a probability measure, then the divergence
inequality (2.6) need not hold. Second, if the alphabet of f is Ay and has ||Af||
elements, then letting M be a uniform pmf assigning probability 1/||A|| to all
symbols in A yields

D(P|[M) = In||A;][ = Hp(f) = 0

and hence the entropy is the log of the alphabet size minus the divergence
with respect to the uniform distribution. Third, we can also consider entropy a
special case of divergence while still requiring that M be a probability measure
by using product measures and a bit of a trick. Say we have two measures P and
@ on a common probability space (€2, 5). Define two measures on the product
space (2xQ, B(2xQ)) as follows: Let P x @ denote the usual product measure,
that is, the measure specified by its values on rectangles as P x Q(F x G) =
P(F)Q(G). Thus, for example, if P and @ are discrete distributions with pmf’s
p and ¢, then the pmf for P x Q is just p(a)q(b). Let P’ denote the “diagonal”
measure defined by its values on rectangles as P'(F x G) = P(F(\G). In the
discrete case P’ has pmf p/(a,b) = p(a) if a = b and 0 otherwise. Then

Hp(f) = D(P'||P x P).

Note that if we let X and Y be the coordinate random variables on our product
space, then both P’ and P x P give the same marginal probabilities to X and
Y, that is, Px = Py = P. P’ is an extreme distribution on (X,Y") in the sense
that with probability one X = Y; the two coordinates are deterministically
dependent on one another. P x P, however, is the opposite extreme in that it
makes the two random variables X and Y independent of one another. Thus
the entropy of a distribution P can be viewed as the relative entropy between
these two extreme joint distributions having marginals P.
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We now return to the general development for entropy. For the moment fix
a probability measure m on a measurable space (2, B) and let X and Y be two
finite alphabet random variables defined on that space. Let Ax and Ay denote
the corresponding alphabets. Let Pxy, Px, and Py denote the distributions of
(X,Y), X, and Y, respectively.

First observe that since Px(a) < 1, all a, —In Px(a) is positive and hence

— Y Px(a)In Px(a) > 0. (2.7)

acA

From (2.6) with M uniform as in the second interpretation of entropy above,
if X is a random variable with alphabet Ax, then

H(X) <Inf[Ax]|.

Since for any a € Ax and b € Ay we have that Px(a) > Pxy (a,b), it follows
that
H(X,Y)=-> Pxy(a,b)In Pxy(a,b)
a,b

> =Y Pxy(a,b)In Px(a) = H(X).
a,b

Using Lemma 2.3.1 we have that since Pxy and Px Py are probability mass
functions,

H(X,Y) - (H(X) ZPXY a,b)1 P)EY)(G é;)) <0

This proves the following result:

Lemma 2.3.2: Given two discrete alphabet random variables X and Y
defined on a common probability space, we have

0< H(X) (2.8)

and
max(H(X),HY)) <HX,Y)<HX)+ H(Y) (2.9)

where the right hand inequality holds with equality if and only if X and Y are
independent. If the alphabet of X has ||Ax|| symbols, then

Hy(X) < In|Ax]|. (2.10)

There is another proof of the left hand inequality in (2.9) that uses an
inequality for relative entropy that will be useful later when considering codes.
The following lemma gives the inequality. First we introduce a definition. A
partition R is said to refine a partion Q if every atom in Q is a union of atoms
of R, in which case we write Q < R.
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Lemma 2.3.3: Suppose that P and M are two measures defined on a
common measurable space (2, 8) and that we are given a finite partitions Q <
R. Then

Hpm(Q) < Hpymu(R)

and
Hp(Q) < Hp(R)

Comments: The lemma can also be stated in terms of random variables and
mappings in an intuitive way: Suppose that U is a random variable with finite
alphabet A and f : A — B is a mapping from A into another finite alphabet
B. Then the composite random variable f(U) defined by f(U)(w) = f(U(w)) is
also a finite random variable. If U induces a partition R and f(U) a partition
Q, then Q < R (since knowing the value of U implies the value of f(U)). Thus
the lemma immediately gives the following corollary.

Corollary 2.3.1 If M >> P are two measures describing a random variable
U with alphabet A and if f: A — B, then

Hpm(f(U)) < Hpyar(U)

and
Hp(f(U)) < Hp(U).

Since D(Py||My) = Hpjam(f), we have also the following corollary which we
state for future reference.

Corollary 2.3.2: Suppose that P and M are two probability measures on
a discrete space and that f is a random variable defined on that space, then

D(Py||My) < D(P||M).

The lemma, discussion, and corollaries can all be interpreted as saying that
taking a measurement on a finite alphabet random variable lowers the entropy
and the relative entropy of that random variable. By choosing U as (X,Y) and
f(X,Y) = X or Y, the lemma yields the promised inequality of the previous
lemma.

Proof of Lemma: If Hp|p;(R) = +00, the result is immediate. If Hpj 5 (Q) =
+00, that is, if there exists at least one Q; such that M(Q;) = 0 but P(Q;) # 0,
then there exists an R; C Q; such that M(R;) = 0 and P(R;) > 0 and hence
Hp)a(R) = +oo. Lastly assume that both Hpjas(R) and Hpjja(Q) are finite
and consider the difference

Hpm(R) — Hpm(Q) =

Z:P(Ri)ln A];((ﬁ)) - ;P(an ]\*’; ((%i)) _

21 2, e ViR) - @
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We shall show that each of the bracketed terms is nonnegative, which will prove
the first inequality. Fix j. If P(Q;) is 0 we are done since then also P(R;) is 0
for all 4 in the inner sum since these R; all belong to @;. If P(Q;) is not 0, we
can divide by it to rewrite the bracketed term as

P(R;) . P(R;)/P(Qj)
PQI\ 2 FQ,) " MmprQ,) |
iy J
where we also used the fact that M (Q;) cannot be 0 since then P(Q;) would
also have to be zero. Since R; C Q;, P(R;)/P(Q;) = P(R:(\Q;)/P(Q;) =
P(R;|Q;) is an elementary conditional probability. Applying a similar argument
to M and dividing by P(Q,), the above expression becomes

P(Ri|Q;)
P(R;|Q;) In X3/
RZcQ O N0,

which is nonnegative from Lemma 2.3.1, which proves the first inequality. The
second inequality follows similarly: Consider the difference

P(Q;)
P(R;)

Hp(R)— Hp(Q) =S 3 P(R)n

J R CQj

] =

DP@)- D P(RIQ) I P(Ri|Q))]

iR CQj

and the result follows since the bracketed term is nonnegative since it is an
entropy for each value of j(Lemma 2.3.2). O

The next result provides useful inequalities for entropy considered as a func-
tion of the underlying distribution. In particular, it shows that entropy is a
concave (or convex () function of the underlying distribution. Define the bi-
nary entropy function (the entropy of a binary random variable with probability
mass function (A, 1 — X)) by

ha(A) = —AIn A — (1= A)In(1 — A).

Lemma 2.3.4: Let m and p denote two distributions for a discrete alphabet
random variable X and let A € (0,1). Then for any A € (0,1)

A (X) + (1= NVHp(X) < Hypm (1 n)p(X)
< AHp (X) 4 (1= A Hp(X) + ha(N). (2.11)

Proof: We do a little extra here to save work in a later result. Define the
quantities

I=- Zm(x) In(Am(z) + (1 — N)p(x))
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and

J = Hypmi-np(X) = —)\Zm In(Am(z) + (1 = N)p(x))

Zp In(Am(z) + (1 — A)p(x)).

First observe that
am(z) + (1 — Np(z) > dm(z)

and therefore applying this bound to both m and p

I<—In\— Z z)Inm(z) = —In XA+ H,,(X),
J < /\Zm ) Inm(x Zp )Inp(x) + ha(N)
= AH,, (X) + (1 = N Hy(X) + ha(N). (2.12)

To obtain the lower bounds of the lemma observe that

Zm YInm(z /\+(1_)\)7]:L((?))

p(z)
=— z)l z)In(A+ (1 - A .
Z m(z) Inm(z Z m(x) In(X + ( ) - )
Using (2.5) the rightmost term is bound below by

—Zm (A +( 1—/\):;((9;)) ~1)

=-A-1+X) p(X=a)+1=0.

acA

Thus for all n
I>— Zm YInm(z) = Hyp,(X). (2.13)

and hence also
J>—=A Z m(z)lnm(z Z p(z) Inp(z

=AH,,(X)+(1-MNHy(X). O

The next result presents an interesting connection between combinatorics
and binomial sums with a particular entropy. We require the familiar definition

of the binomial coefficient:
ny n!
k) kl(n—k)\
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Lemma 2.3.5: Given ¢ € (0, %] and a positive integer M, we have

Z @4) < eMh2(9), (2.14)

If0<d <p<l1, then
> (Af ) p(1 = )M < oMl (2.15)
i<6M

where 5 1_5
ha(3][p) = dIn— + (1= 0)In < —
p

Proof: We have after some simple algebra that
67h2(6)M — 66M(1 _ 5)(175)JV['

If § < 1/2, then §%(1—3)M~* increases as k decreases (since we are having more
large terms and fewer small terms in the product) and hence if i < MJ,

561\/1(1 _ 5)(176)M < 51(1 . 5)1\/171’.

Thus we have the inequalities

1= i (Af> 51 —0)M-t > Z (?) (1 — s)M—

i=0 i<SM

> ¢~ h2(O)M Z (M)
- i

i<SM

which completes the proof of (2.14). In a similar fashion we have that

eMh2(8llp) — (é)éM(l - 5)(1—5)M_

D 1-p

Since § < p, we have as in the first argument that for i < M¢

(é)él\/l(l__(s)(l—&M < (%)1(1 — 6)M—i

D 1-p 1-p

and therefore after some algebra we have that if ¢ < M§ then
p(1—p)M=t < §i(1 — §)Mie=Mh0llp)
and hence

> (AZJ> P —p)MT < e Mh0llp) R (J\Zi> 51— g

i<SM
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o~ "h2(8|Ip) Z ( ) 61— §)M—i = ¢~ Mh20llp)

which proves (2.15). O
The following is a technical but useful property of sample entropies. The
proof follows Billingsley [15].

Lemma 2.3.6: Given a finite alphabet process {X,} (not necessarily sta-
tionary) with distribution m, let X}? = (Xg, Xp+1, -+, Xk4n—1) denote the
random vectors giving a block of samples of dimension n starting at time k.
Then the random variables n=! Inm(X[') are m-uniformly integrable (uniform
in k and n).

Proof: For each nonnegative integer r define the sets
1
E.(k,n)={x: - Inm(z}) € [r,r+1)}
and hence if x € E,(k,n) then

1
r<——Inm(zy) <r+1
n

or
e " >m(xy) > e~r+1),

Thus for any r

n

=(r+1) Z m(zp) < (r+1) Ze‘m’

xR EE.(k,n)

/ (—l Inm(X}))dm < (r+ 1)m(E,(k,n))
E,(k,n)

=(r+De™A[" < (r+1)e™™,

where the final step follows since there are at most ||A||™ possible n-tuples corre-
sponding to thin cylinders in E,.(k,n) and by construction each has probability
less than e™"".

To prove uniform integrability we must show uniform convergence to 0 as
r — oo of the integral

1
k) = | (= (X)) dim
x: ——lnm(ac >

n

Z/ ~Lnm(xp))dm < 3+ i+ e+ Al
i=0 Y Erti(k, ") n i=0

oo
Z r i+ 1 7n(r+i71nHAH)'
=0
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Taking r large enough so that r > In||A]|, then the exponential term is bound
above by the special case n = 1 and we have the bound

o
Z T+Z+1 —(r+i—In||Al])
=0

a bound which is finite and independent of £ and n. The sum can easily be
shown to go to zero as r — oo using standard summation formulas. (The
exponential terms shrink faster than the linear terms grow.) O

Variational Description of Divergence

Divergence has a variational characterization that is a fundamental property
for its applications to large deviations theory [143] [31]. Although this theory
will not be treated here, the basic result of this section provides an alternative
description of divergence and hence of relative entropy that has intrinsic interest.
The basic result is originally due to Donsker and Varadhan [34].

Suppose now that P and M are two probability measures on a common
discrete probability space, say (£2, B). Given any real-valued random variable ®
defined on the probability space, we will be interested in the quantity

Epe®. (2.16)

which is called the cumulant generating function of ® with respect to M and
is related to the characteristic function of the random variable ® as well as to
the moment generating function and the operational transform of the random
variable. The following theorem provides a variational description of divergence
in terms of the cumulant generating function.

Theorem 2.3.2:

D(PIM) = sup (Ep® ~ n(Ear(¢*))). (2.17)

Proof: First consider the random variable ® defined by

P(w) = In(P(w)/M(w))

and observe that

Ep® — In(Ey (e ZP t: ~ In( ZM Z)

~

= D(P||M) — In1 = D(P||M).

This proves that the supremum over all ® is no smaller than the divergence.
To prove the other half observe that for any bounded random variable ®,

qu>—1nEM(e‘b)=Ep<1n ) ZP (M(b(i})))
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where the probability measure M® is defined by

M (w)e®®)

M‘i(w) = —Zx M(:L')ecb(z) .

We now have for any ® that

D(P||Q) — (Ep® — hl(EM(eq))))
i (1 PO = ey [ MO
=M )<l M(w>> 2P )<l M<w>)

— Zw:P(w) (m 1\545?2)) >0

using the divergence inequality. Since this is true for any @, it is also true for
the supremum over ® and the theorem is proved. O

2.4 Entropy Rate

Again let {X,,;n =0,1,---} denote a finite alphabet random process and apply
Lemma, 2.3.2 to vectors and obtain

H(Xo, X1, -+, Xn-1) <
H(XOaXh e 7Xm—1) + H(XmaXm—i-la T aXn—l); 0<m<n. (218>

Define as usual the random vectors X;' = (X Xtt1,+y Xktn—1), that
is, X' is a vector of dimension n consisting of the samples of X from £ to
k +n — 1. If the underlying measure is stationary, then the distributions of
the random vectors X;' do not depend on k. Hence if we define the sequence
h(n) = H(X"™) = H(Xq,-+-,Xn_1), then the above equation becomes

h(k +n) < h(k) + h(n); all k,n > 0.

Thus h(n) is a subadditive sequence as treated in Section 7.5 of [50]. A basic
property of subadditive sequences is that the limit h(n)/n as n — oo exists and
equals the infimum of h(n)/n over n. (See, e.g., Lemma 7.5.1 of [50].) This
immediately yields the following result.

Lemma 2.4.1: If the distribution m of a finite alphabet random process
{X,} is stationary, then

Hp(X) = lim ~H, (X") = inf ~H, (X™).

n—oo N n>1ln

Thus the limit exists and equals the infimum.

The next two properties of entropy rate are primarily of interest because
they imply a third property, the ergodic decomposition of entropy rate, which
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will be described in Theorem 2.4.1. They are also of some independent interest.
The first result is a continuity result for entropy rate when considered as a func-
tion or functional on the underlying process distribution. The second property
demonstrates that entropy rate is actually an affine functional (both convex | J
and convex () of the underlying distribution, even though finite order entropy
was only convex () and not affine.

We apply the distributional distance described in Section 1.8 to the standard
sequence measurable space (Q, B) = (A%+, Bi*) with a o-field generated by the
countable field F = {F,; n =1,2,---} generated by all thin rectangles.

Corollary 2.4.1: The entropy rate H,,(X) of a discrete alphabet random
process considered as a functional of stationary measures is upper semicontinu-
ous; that is, if probability measures m and m,, n = 1,2, --- have the property
that d(m,m,) — 0 as n — oo, then

H,,(X) > limsup H,,, (X).

n—oo

Proof: For each fixed n

Hy(X") == Y m(X"=d")Inm(X" =a")
a"eEA™
is a continuous function of m since for the distance to go to zero, the probabilities
of all thin rectangles must go to zero and the entropy is the sum of continuous

real-valued functions of the probabilities of thin rectangles. Thus we have from
Lemma 2.4.1 that if d(m, m) — 0, then

_ 1 1
H,,(X) = inf ~H,,(X™) = inf = lim H,,, (X")
n n

n N k—oo

1 _
> lim sup (inf —Hp, (X")) = limsup H,,, (X). O
non

k—oo k—o00

The next lemma uses Lemma 2.3.4 to show that entropy rates are affine
functions of the underlying probability measures.

Lemma 2.4.2: Let m and p denote two distributions for a discrete alphabet
random process {X,,}. Then for any A € (0,1),

AHyp (X™) + (1= NH(X") < i aonp(X7)

S AHp (X7) + (1= A Hp(X™) + ho(X), (2.19)
and
limsup(f/dm(;r)l In(Am(X"(z)) + (1 = N)p(X"™(x))))

n—oo

= limsup — / dm(x)% Inm(X"™(x)) = Hn(X). (2.20)

n—oo
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If m and p are stationary then
Hymr(1-2)p(X) = A (X) + (1 = X\ Hp(X) (2.21)

and hence the entropy rate of a stationary discrete alphabet random process is
an affine function of the process distribution. O

Comment: Eq. (2.19) is simply Lemma 2.3.4 applied to the random vectors
X™ stated in terms of the process distributions. Eq. (2.20) states that if we
look at the limit of the normalized log of a mixture of a pair of measures when
one of the measures governs the process, then the limit of the expectation does
not depend on the other measure at all and is simply the entropy rate of the
driving source. Thus in a sense the sequences produced by a measure are able
to select the true measure from a mixture.

Proof: Eq. (2.19) is just Lemma 2.3.4. Dividing by n and taking the limit
as n — oo proves that entropy rate is affine. Similarly, take the limit supremum
in expressions (2.12) and (2.13) and the lemma is proved. O

We are now prepared to prove one of the fundamental properties of entropy
rate, the fact that it has an ergodic decomposition formula similar to property
(¢) of Theorem 1.8.2 when it is considered as a functional on the underlying
distribution. In other words, the entropy rate of a stationary source is given by
an integral of the entropy rates of the stationary ergodic components. This is a
far more complicated result than property (c) of the ordinary ergodic decompo-
sition because the entropy rate depends on the distribution; it is not a simple
function of the underlying sequence. The result is due to Jacobs [68].

Theorem 2.4.1: The Ergodic Decomposition of Entropy Rate Let (AZ+, B(A)Z+,m, T)
be a stationary dynamical system corresponding to a stationary finite alphabet
source {X,}. Let {p.} denote the ergodic decomposition of m. If H, (X) is
m-~integrable, then

H(X) = /dm(x)ﬁpm(X).

Proof: The theorem follows immediately from Corollary 2.4.1 and Lemma
2.4.2 and the ergodic decomposition of semi-continuous affine funtionals as in
Theorem 8.9.1 of [50]. O

Relative Entropy Rate

The properties of relative entropy rate are more difficult to demonstrate. In
particular, the obvious analog to (2.18) does not hold for relative entropy rate
without the requirement that the reference measure by memoryless, and hence
one cannot immediately infer that the relative entropy rate is given by a limit
for stationary sources. The following lemma provides a condition under which
the relative entropy rate is given by a limit. The condition, that the dominating
measure be a kth order (or k-step) Markov source will occur repeatedly when
dealing with relative entropy rates. A source is kth order Markov or k-step
Markov (or simply Markov if k is clear from context) if for any n and any
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P(Xn = mn|Xn71 =Tn—-1,""" ,anN = xan)
= P(Xn = mn|)(nfl =Tn—-1,""" 7Xn7k = xnfk);

that is, conditional probabilities given the infinite past depend only on the most
recent k symbols. A O-step Markov source is a memoryless source. A Markov
source is said to have stationary transitions if the above conditional probabilities
do not depend on n, that is, if for any n

P(Xn = xn|Xn71 =Tn—-1,""" 7Xn7N = man)

=P(Xip = 2p|Xp—1 = 2n—1, -, Xo = Tn_p)-

Lemma 2.4.3 If p is a stationary process and m is a k-step Markov process
with stationary transitions, then
H

plim(X) = lim ‘n plim(X") = —Hy(X) — Ep[lnm(X,|X")],

where E,[Inm(Xy|X*)] is an abbreviation for

E,[lnm(Xy|X*)] = prk+1 lnmxk|Xk(xk|ac ).

Lkt

Proof: If for any n it is not true that mx» >> pxn, then Hpyj,(X™) = oo for
that and all larger n and both sides of the formula are infinite, hence we assume
that all of the finite dimensional distributions satisfy the absolute continuity
relation. Since m is Markov,

n—1
mxn(z") = H My, x! (1|2 )ymxr (2F).
=k
Thus

n 1 | " N
EHPHW(X )= —EH,,(X ) — EZPX"(x ) Inmxn(z")

n-
Z pxr (T hlmxk\xk(ka«" )

rk+1

Taking limits then yields

HpHm( = —H Z pxk+l lnka|Xk (xk\z )

pk+1

where the sum is well defined because if mx, x«(zx2z*) = 0, then so must
pxri1(zFT1) = 0 from absolute continuity. O
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Combining the previous lemma with the ergodic decomposition of entropy
rate yields the following corollary.

Corollary 2.4.2: The Ergodic Decomposition of Relative Entropy Rate
Let (A%+ B(A)?+,p,T) be a stationary dynamical system corresponding to a
stationary finite alphabet source {X,}. Let m be a kth order Markov process
for which mxn >> pxn for all n. Let {p,} denote the ergodic decomposition
of p. If szHm(X) is p-integrable, then

Hyjjm (X /dp Hy, | (X).

2.5 Conditional Entropy and Information

We now turn to other notions of information. While we could do without these
if we confined interest to finite alphabet processes, they will be essential for
later generalizations and provide additional intuition and results even in the
finite alphabet case. We begin by adding a second finite alphabet measurement
to the setup of the previous sections. To conform more to information theory
tradition, we consider the measurements as finite alphabet random variables X
and Y rather than f and g. This has the advantage of releasing f and g for use
as functions defined on the random variables: f(X) and ¢g(Y). Let (2,8, P,T)
be a dynamical system. Let X and Y be finite alphabet measurements defined
on ) with alphabets Ax and Ay . Define the conditional entropy of X given Y
by
H(X|Y)=H(X,Y)—-H(Y).

The name conditional entropy comes from the fact that

H(X|Y) = ZP =a,Y =b)InP(X =alY =b)

== ZPX,Y(%Z/) Inpxy (2ly),
Ty

where px y (2, y) is the joint pmf for (X,Y) and px |y (zly) = px,v (z,y)/py (y)
is the conditional pmf. Defining

HXY =y) = ZPX\Y (z|y) Inpx |y (z]y)

x

we can also write

H(X|Y) = Zpy H(X|Y =y).

Thus conditional entropy is an average of entropies with respect to conditional
pmf’s. We have immediately from Lemma 2.3.2 and the definition of conditional
entropy that

0<H(X|Y) < H(X). (2.22)
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The inequalities could also be written in terms of the partitions induced by X
and Y. Recall that according to Lemma 2.3.2 the right hand inequality will be
an equality if and only if X and Y are independent.

Define the average mutual information between X and Y by

I(X;Y)=HX)+H(Y)-H(X,Y)
=H(X)-HX|Y)=H()- H(Y|X).
In terms of distributions and pmf’s we have that

B B B PX =2Y =y)
_;P(X—%Y—?/)ln P(X =a)P(Y = y)

_ pry z,y)1 pXY T y ZPXY 2y)1 pX\Y(T/|Z/)
px(@”)

. . Y|X( |z)
ZPXY y) 1 (y) .

Note also that mutual information can be expressed as a divergence by
I(X, Y) = D(PX_’yHPX X Py),

where Px x Py is the product measure on X, Y, that is, a probability measure
which gives X and Y the same marginal distributions as Pxy, but under which
X and Y are independent. Entropy is a special case of mutual information since

H(X)=I(X;X).

We can collect several of the properties of entropy and relative entropy and
produce corresponding properties of mutual information. We state these in the
form using measurements, but they can equally well be expressed in terms of
partitions.

Lemma 2.5.1: Suppose that X and Y are two finite alphabet random
variables defined on a common probability space. Then

0 < I(X;Y) < min(H(X), H(Y).
Suppose that f: Ax — A and g : Ay — B are two measurements. Then
I(f(X);9(Y)) < I(X:Y).

Proof: The first result follows immediately from the properties of entropy.
The second follows from Lemma 2.3.3 applied to the measurement (f,g) since
mutual information is a special case of relative entropy. O

The next lemma collects some additional, similar properties.
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Lemma 2.5.2: Given the assumptions of the previous lemma,
H(f(X)|X) =0,
H(X, f(X)) = H(X),
H(X) = H(f(X)) + H(X|f(X),

I(X; f(X)) = H(f(X)),

(Xlg( )) = H(X[Y),

I(f(X);9(Y)) < I(X;Y),
H(X[Y) = H(X, f(X,Y))]Y),

and, if Z is a third finite alphabet random variable defined on the same proba-
bility space,
H(X|Y)> H(X|Y,Z).

Comments: The first relation has the interpretation that given a random
variable, there is no additional information in a measurement made on the
random variable. The second and third relationships follow from the first and
the definitions. The third relation is a form of chain rule and it implies that given
a measurement on a random variable, the entropy of the random variable is given
by that of the measurement plus the conditional entropy of the random variable
given the measurement. This provides an alternative proof of the second result
of Lemma 2.3.3. The fifth relation says that conditioning on a measurement of
a random variable is less informative than conditioning on the random variable
itself. The sixth relation states that coding reduces mutual information as well
as entropy. The seventh relation is a conditional extension of the second. The
eighth relation says that conditional entropy is nonincreasing when conditioning
on more information.

Proof: Since g(X) is a deterministic function of X, the conditional pmf is
trivial (a Kronecker delta) and hence H(g(X)|X = z) is 0 for all z, hence the
first relation holds. The second and third relations follow from the first and the
definition of conditional entropy. The fourth relation follows from the first since
I(X;Y)=H(Y)—-H(Y|X). The fifth relation follows from the previous lemma
since

H(X) — H(X|g(Y)) = I(X;g(Y)) < I(X;Y) = H(X) - H(X|Y).
The sixth relation follows from Corollary 2.3.2 and the fact that
I(X;Y) = D(Pxy||Px x Py).
The seventh relation follows since
H(X, f(X,Y)Y) = H(X, f(X,Y)),Y) - H(Y)

=H(X,Y)- H(Y)=H(X|Y).
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The final relation follows from the second by replacing Y by Y, Z and setting
g¥,Z) =Y. D

In a similar fashion we can consider conditional relative entropies. Suppose
now that M and P are two probability measures on a common space, that X
and Y are two random variables defined on that space, and that Mxy >> Pxy
(and hence also My >> Py). Analagous to the definition of the conditional
entropy we can define

Hpm(X|Y) = Hpm (X, Y) — Hpja(Y).
Some algebra shows that this is equivalent to

PX|Y(I|Z/)

Hp|m(X[Y) = pr,y(x,y) o mx|y (z]y)

z,y

PX\Y(»”ULU) ) . (2.23)

mX|Y(I\’U)

=S px(a) (pX|y<x|y> In
xr
This can be written as

Hpm(X[|Y) = ZPY(y)D(pX\YHy”|mX\Y("y))7

an average of divergences of conditional pmf’s, each of which is well defined
because of the original absolute continuity of the joint measure. Manipulations
similar to those for entropy can now be used to prove the following properties
of conditional relative entropies.

Lemma 2.5.3 Given two probability measures M and P on a common space,
and two random variables X and Y defined on that space with the property that
Mxy >> Pxy , then the following properties hold:

Hpu(f(X)]X) =0,

HPHM(X’JC(X)) = HPHM(X)a
Hp)a(X) = Hpym (f(X)) + Hpyur (X[ (X)), (2.24)

If Mxy = Mx x My (that is, if the pmfs satisfy mx y (z,y) = mx(x)my (v)),
then
Hpm(X,Y) > Hpjp(X) + Hpjar(Y)

and
Hp)m(XY) > Hpjjm(X).

Eq. (2.24) is a chain rule for relative entropy which provides as a corollary an
immediate proof of Lemma 2.3.3. The final two inequalities resemble inequalities
for entropy (with a sign reversal), but they do not hold for all reference measures.

The above lemmas along with Lemma 2.3.3 show that all of the informa-
tion measures thus far considered are reduced by taking measurements or by
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coding. This property is the key to generalizing these quantities to nondiscrete
alphabets.

We saw in Lemma 2.3.4 that entropy was a convex [ function of the under-
lying distribution. The following lemma provides similar properties of mutual
information considered as a function of either a marginal or a conditional dis-
tribution.

Lemma 2.5.4: Let p denote a pmf on a discrete space Ax, p(z) = Pr(X =
x), and let ¢ be a conditional pmf, ¢(y|z) = Pr(Y = y|X = ). Let uq denote the
resulting joint pmf ug(x,y) = p(x)q(y|z). Let 1,4 = I,4(X;Y) be the average
mutual information. Then I,4 is a convex |J function of ¢; that is, given two
conditional pmf’s ¢; and g2, a A € [0,1], and § = Ag; + (1 — \)qq, then

IWY < AIMQl + (1 - /\)Iﬂtha

and I, is a convex (] function of y, that is, given two pmf’s p; and po, A € [0, 1],
and 1 = A\uq + (1 — A)pa,

Iﬂq > )‘Imq + (1 - )‘)quq'

Proof: Let r (respectively, 1, ra, 7) denote the pmf for ¥ resulting from ¢
(respectively g1, g2, q), that is, r(y) = Pr(Y =y) = >, u(x)q(y|z). From (2.5)

- o (H@ey) p@n) @) (y)
A2 @ ylg( W@ () w@)a(@y) u(fv)m(y))

z,y

ZM z)q2(7,y log( (:c)q(:c,g)/ (33)22(37/; /‘<$)Q2($7:)U)>

@) H@)aa(e.s) plo)raly
p@)a(e.y) p@n)
S”“ql“;ﬁ“‘”“’y)( e eatan 1)
p@)ate.y) pla)ra(y)
HI= Dl £ (=N 2 e e (M 050 e )

Mg+ (1= Nl + M1+ 3 P2 )

z)q(z,y)
1 3 ) = M + (1= N

Similarly, let 7 = Aug + (1 — Mo and let r1, 7o, and 7 denote the induced
output pmf’s. Then

) o [ 4W12) 1Y) alylz)
lra =32 m(@)alslo) 1g<<y> ) r1<y>>

q(ylz) ra2(y) qlylz)
N2 el log( ") ) r2<y>>
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Y
=AM+ Q=N AZM q(y|z) log ((y))

ZM2 q(ylz)log ((y)) > Mg+ (1 =N

from another apphcatlon of (2.5). O
We consider one other notion of information: Given three finite alphabet
random variables X, Y, Z, define the conditional mutual information between X
and Y given Z by
I(X;Y|Z) = D(Pxyz||Pxxy|z) (2.25)

where Pxy|z is the distribution defined by its values on rectangles as

Pxyy|z(FxGxD)=Y P(X€F|Z=2)P(Y €G|Z=2)P(Z=z). (2.26)
z€D

Px xy|z has the same conditional distributions for X given Z and for Y given
Z as does Pxy z, but now X and Y are conditionally independent given Z. Al-
ternatively, the conditional distribution for X,Y given Z under the distribution
Px yy|z is the product distribution Px|Z x Py|Z. Thus

. B ) n pxvz(T,y,2)
I(X7Y|Z)f ZPXYZ( » Ys )1 pX‘Z(CL‘|Z)pY\Z(y|Z)pZ(Z)

,Y,%
Pxy|z(®,y|2)
=Y pxvz(@,y,2)n | . (2.27)
P px|z(z]2)py|z(y[2)
Since
Pxyz Pxyz Px Pxyz Py

= X = X
Px|zPy|zPZ bPxPyz PX|z PxzpPy DPy|z

we have the first statement in the following lemma.
Lemma 2.5.4:

I(X;Y|\Z2)+1(Y;2)=1(Y; (X, 2)), (2.28)
I(X;Y|Z) >0, (2.29)
with equality if and only if X and Y are conditionally independent given Z,
that is, pxy|z = px|zPy|z- Given finite valued measurements f and g,
I(f(X);9(Y)|Z2) < I(X;Y|Z).

Proof: The second inequality follows from the divergence inequality (2.6)
with P = Pxyz and M = Pxy|z, i.e., the pmf’s pxyz and px|zpy|zpz. The
third inequality follows from Lemma 2.3.3 or its corollary applied to the same
measures. O

Comments: Eq. (2.28) is called Kolmogorov’s formula. If X and Y are
conditionally independent given Z in the above sense, then we also have that



2.6. ENTROPY RATE REVISITED 41

Px|yz = Pxv|z/Py|z = Px|z, in which case we say that ¥ — Z — X is a
Markov chain and note that given Z, X does not depend on Y. (Note that if
Y — Z — X is a Markov chain, then so is X — Z — Y.) Thus the conditional
mutual information is 0 if and only if the variables form a Markov chain with
the conditioning variable in the middle. One might be tempted to infer from
Lemma 2.3.3 that given finite valued measurements f, g, and r

o
1590 r(2) D 1(x:v12).

This does not follow, however, since it is not true that if Q is the partition
corresponding to the three quantizers, then D(Pr(xy.q(v).r(2)[|Pr(x)xg(v)|r(2))
18 Hpy y 4||Px vy (f(X),9(Y),7(Z)) because of the way that Pxyy|z is con-
structed; e.g., the fact that X and Y are conditionally independent given Z
implies that f(X) and g(Y) are conditionally independent given Z, but it does
not imply that f(X) and g(Y') are conditionally independent given r(Z). Al-
ternatively, if M is Py, zjy, then it is not true that P x)xg(v)r(z) equals
M (fgr)~t. Note that if this inequality were true, choosing r(z) to be trivial
(say 1 for all z) would result in I(X;Y|Z) > I(X;Y|r(Z)) = I(X;Y). This
cannot be true in general since, for example, choosing Z as (X,Y") would give
I(X;Y|Z) = 0. Thus one must be careful when applying Lemma 2.3.3 if the
measures and random variables are related as they are in the case of conditional
mutual information.

We close this section with an easy corollary of the previous lemma and of the
definition of conditional entropy. Results of this type are referred to as chain
rules for information and entropy.

Corollary 2.5.1: Given finite alphabet random variables Y, X7, X5, -+,
X’na

H(X1, Xa,-, Xp) = Y H(Xi| X1,-+, Xi 1)

i=1
HpHm(X1>X27 T 7Xn) = ZHpHm(X'L|X1; o ';Xifl)
=1

I(Y5 (X1, Xa, -, X)) = D IV X[ X, -+, Xioa).

i=1

2.6 Entropy Rate Revisited

The chain rule of Corollary 2.5.1 provides a means of computing entropy rates
for stationary processes. We have that

1 ln—l
ZH(X") == H(X;|XH.
W HO) = 03 HIXY
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First suppose that the source is a stationary kth order Markov process, that
is, for any m > k
Pr(X, =z, X; =245 i=0,1,---,n—1)
=Pr(X,, =x,|X;=2;;i=n—k, - ,n—1).
For such a process we have for all n > k that
H(X,|X") = H(Xo| X)_y) = H(Xk|X"),

where X" = X;, -+, Xij4m—1. Thus taking the limit as n — oo of the nth order
entropy, all but a finite number of terms in the sum are identical and hence the
Cesaro (or arithmetic) mean is given by the conditional expectation. We have
therefore proved the following lemma.

Lemma 2.6.1: If {X,,} is a stationary kth order Markov source, then
H(X) = H(X|X").

If we have a two-sided stationary process { X}, then all of the previous defi-
nitions for entropies of vectors extend in an obvious fashion and a generalization
of the Markov result follows if we use stationarity and the chain rule to write

n—1
1 1
—H(X"™) =~ H(Xo|X_1,---,X_;).
- (X™) n; (Xo|X_1,---, )

Since conditional entropy is nonincreasing with more conditioning variables
((2.22) or Lemma 2.5.2), H(Xo|X_1,---,X_;) has a limit. Again using the fact
that a Cesaro mean of terms all converging to a common limit also converges
to the same limit we have the following result.

Lemma 2.6.2: If {X,,} is a two-sided stationary source, then

H(X)= lim H(Xo|X_1, -+, X_p).
n—oo

It is tempting to identify the above limit as the conditional entropy given
the infinite past, H(Xo|X_1,---). Since the conditioning variable is a sequence
and does not have a finite alphabet, such a conditional entropy is not included
in any of the definitions yet introduced. We shall later demonstrate that this
interpretation is indeed valid when the notion of conditional entropy has been
suitably generalized.

The natural generalization of Lemma 2.6.2 to relative entropy rates unfor-
tunately does not work because conditional relative entropies are not in general
monotonic with increased conditioning and hence the chain rule does not imme-
diately yield a limiting argument analogous to that for entropy. The argument
does work if the reference measure is a kth order Markov, as considered in the
following lemma.
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Lemma 2.6.3: If {X,,} is a source described by process distributions p and
m and if p is stationary and m is kth order Markov with stationary transitions,
then for n > k Hp|jp,(Xo|X-1,---, X ) is nondecreasing in n and

gp”m(X) = nh_)ngo HpHm(X0|X—1a o 7X—n)

— —H,(X) — B, lnm(X,[x")]
Proof: For n > k we have that

HpHm(XO|X—1a t 7X—n)

= —H,,(X0|X,1, e X)) — Z pxkﬂ(ka) lnka_|Xk(xk|xk).

zk+1

Since the conditional entropy is nonincreasing with n and the remaining term
does not depend on n, the combination is nondecreasing with n. The remainder
of the proof then parallels the entropy rate result. O

It is important to note that the relative entropy analogs to entropy properties
often require kth order Markov assumptions on the reference measure (but not
on the original measure).

Markov Approximations

Recall that the relative entropy rate Hp”m(X ) can be thought of as a distance
between the process with distribution p and that with distribution m and that
the rate is given by a limit if the reference measure m is Markov. A particular
Markov measure relevant to p is the distribution p*) which is the kth order
Markov approrimation to p in the sense that it is a kth order Markov source
and it has the same kth order transition probabilities as p. To be more precise,
the process distribution p(*) is specified by its finite dimensional distributions

P (a*) = pyr (aF)

n—1
k n
P (@) = pxcn @) [T pxyxg, @il )i m= kb + 1,
=k

so that
(k) _

It is natural to ask how good this approximation is, especially in the limit, that

is, to study the behavior of the relative entropy rate Hy ) (X) as k — oc.

Theorem 2.6.2: Given a stationary process p, let p(¥) denote the kth order
Markov approximations to p. Then

leII;O lelp(k) (X) = Hklf lelp(k) (X) =0.



44 CHAPTER 2. ENTROPY AND INFORMATION

Thus the Markov approximations are asymptotically accurate in the sense that

the relative entropy rate between the source and approximation can be made

arbitrarily small (zero if the original source itself happens to be Markov).
Proof: As in the proof of Lemma 2.6.3 we can write for n > k that

Hyjp0 (Xol X1, X )

=—H,(Xo|X_1,---,X_p) — Z pxrrr (2P lank|Xk(xk|ZL'k)

241
= Hp(X0|X—13 e 7X—k:) - Hp(X0|X—17 e aX—n)-

Note that this implies that pglgi >> pxn for all n since the entropies are finite.
This automatic domination of the finite dimensional distributions of a measure
by those of its Markov approximation will not hold in the general case to be
encountered later, it is specific to the finite alphabet case. Taking the limit as
n — 00 gives

Hyjpo (X) = T Hyjp0 (Xo| X, X o)

- HP(X0|X—17 to ﬂX—k) - HP(X)

The corollary then follows immediately from Lemma 2.6.2. O

Markov approximations will play a fundamental role when considering rela-
tive entropies for general (nonfinite alphabet) processes. The basic result above
will generalize to that case, but the proof will be much more involved.

2.7 Relative Entropy Densities

Many of the convergence results to come will be given and stated in terms
of relative entropy densities. In this section we present a simple but important
result describing the asymptotic behavior of relative entropy densities. Although
the result of this section is only for finite alphabet processes, it is stated and
proved in a manner that will extend naturally to more general processes later
on. The result will play a fundamental role in the basic ergodic theorems to
come.

Throughout this section we will assume that M and P are two process
distributions describing a random process {X,,}. Denote as before the sample
vector X" = (X, X1, -+, Xn—1), that is, the vector beginning at time 0 having
length n. The distributions on X™ induced by M and P will be denoted by
M, and P,, respectively. The corresponding pmf’s are mx» and px». The
key assumption in this section is that for all n if my«(z™) = 0, then also
pxn(z™) =0, that is,

M, >> P, for all n. (2.30)
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If this is the case, we can define the relative entropy density

pxn»(z")
hp(x) =In———= =1In f,(x), 2.31
(@) =0 P = (2) (231)
where
n (@) n
fulz) = { mn(amy L e (27) #0 (2.32)
0 otherwise

Observe that the relative entropy is found by integrating the relative entropy
density:

n n pxn(x™
Hopa () = DB = 3 07 P00
pxn(X")
= [ In———%dP 2.33
mxn (Xn) ( )
Thus, for example, if we assume that

then (2.30) holds.

The following lemma will prove to be useful when comparing the asymptotic
behavior of relative entropy densities for different probability measures. It is the
first almost everywhere result for relative entropy densities that we consider. It
is somewhat narrow in the sense that it only compares limiting densities to zero
and not to expectations. We shall later see that essentially the same argument
implies the same result for the general case (Theorem 5.4.1), only the interim
steps involving pmf’s need be dropped. Note that the lemma requires neither
stationarity nor asymptotic mean stationarity.

Lemma 2.7.1: Given a finite alphabet process {X,,} with process measures
P, M satistying (2.30), Then

1
limsup —h, <0, M — a.e. (2.35)

n—oo N

and )
liminf —h, >0, P — a.e.. (2.36)

n—oo N

If in addition M >> P, then

1
lim —h, =0, P—a.e. (2.37)

n—oo n

Proof: First consider the probability

M(Ehy > 0 = M(fy 5 ey < Erlin)

n ene
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where the final inequality is Markov’s inequality. But

En(fn) = /den = 3 an(zn)M

n
z™: mxn (x™)#0 mxr (1‘ )

= Z pxn(z") <1

z™: mxn (z™)#0

and therefore 1
M(=h, >¢€) <277
n

and hence
o0 1 o0 e
5_1 M(ﬁhn >€) < E_le < 0.

From the Borel-Cantelli Lemma (e.g., Lemma 4.6.3 of [50]) this implies that
M(n='h, > €i.0.) = 0 which implies the first equation of the lemma.
Next consider

P~ hy > €) = 3 pxn(3)

zn:i— L Inpxn (z7)/mxn (™) >e
= E DPxn ({L‘n)
zm:i— L Inpxn (zn)/mxn (zm)>e and mxn (z7)7£0

where the last statement follows since if mx»(z™) = 0, then also px=(z™) = 0
and hence nothing would be contributed to the sum. In other words, terms
violating this condition add zero to the sum and hence adding this condition to
the sum does not change the sum’s value. Thus

1

Z L 8 (=) mxn(z")

27— L Inpyn (zn)/mxn (z)>e and mxn (z)#0

= / AMf, < / dMe™"
fn<€7"5 fn<67"5

_ efneM(fn < 67’”6) < e~ e

Thus as before we have that P(n~'h,, > €) < e~"¢ and hence that P(n"'h,, <
—e 1.0.) = 0 which proves the second claim. If also M >> P, then the first
equation of the lemma is also true P-a.e., which when coupled with the second
equation proves the third. O



Chapter 3

The Entropy Ergodic
Theorem

3.1 Introduction

The goal of this chapter is to prove an ergodic theorem for sample entropy of
finite alphabet random processes. The result is sometimes called the ergodic
theorem of information theory or the asymptotic equipartion theorem, but it is
best known as the Shannon-McMillan-Breiman theorem. It provides a common
foundation to many of the results of both ergodic theory and information the-
ory. Shannon [129] first developed the result for convergence in probability for
stationary ergodic Markov sources. McMillan [103] proved L' convergence for
stationary ergodic sources and Breiman [19] [20] proved almost everywhere con-
vergence for stationary and ergodic sources. Billingsley [15] extended the result
to stationary nonergodic sources. Jacobs [67] [66] extended it to processes dom-
inated by a stationary measure and hence to two-sided AMS processes. Gray
and Kieffer [54] extended it to processes asymptotically dominated by a sta-
tionary measure and hence to all AMS processes. The generalizations to AMS
processes build on the Billingsley theorem for the stationary mean. Follow-
ing generalizations of the definitions of entropy and information, corresponding
generalizations of the entropy ergodic theorem will be considered in Chapter 8.

Breiman’s and Billingsley’s approach requires the martingale convergence
theorem and embeds the possibly one-sided stationary process into a two-sided
process. Ornstein and Weiss [117] recently developed a proof for the stationary
and ergodic case that does not require any martingale theory and considers
only positive time and hence does not require any embedding into two-sided
processes. The technique was described for both the ordinary ergodic theorem
and the entropy ergodic theorem by Shields [132]. In addition, it uses a form
of coding argument that is both more direct and more information theoretic in
flavor than the traditional martingale proofs. We here follow the Ornstein and
Weiss approach for the stationary ergodic result. We also use some modifications

47
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similar to those of Katznelson and Weiss for the proof of the ergodic theorem.
We then generalize the result first to nonergodic processes using the “sandwich”
technique of Algoet and Cover [7] and then to AMS processes using a variation
on a result of [54].

We next state the theorem to serve as a guide through the various steps. We
also prove the result for the simple special case of a Markov source, for which
the result follows from the usual ergodic theorem.

We consider a directly given finite alphabet source {X,} described by a
distribution m on the sequence measurable space (2, 5). Define as previously
X7 = (Xk, Xk+1, -+, Xgtn—1). The subscript is omitted when it is zero. For
any random variable Y defined on the sequence space (such as X}') we define
the random variable m(Y) by m(Y)(z) = m(Y =Y (z)).

Theorem 3.1.1: The Entropy Ergodic Theorem

Given a finite alphabet AMS source {X,,} with process distribution m and
stationary mean m, let {m.;x € Q} be the ergodic decomposition of the sta-
tionary mean m. Then

lim = lnm(X™)
n—oo n

= h; m —a.e. and in L' (m), (3.1)

where h(z) is the invariant function defined by

h(z) = Hp,, (X). (3.2)
Furthermore,
1 _
Enh = lim EHm(X") = H,,(X); (3.3)

that is, the entropy rate of an AMS process is given by the limit, and

Comments: The theorem states that the sample entropy using the AMS
measure m converges to the entropy rate of the underlying ergodic component
of the stationary mean. Thus, for example, if m is itself stationary and er-
godic, then the sample entropy converges to the entropy rate of the process
m-a.e. and in L'(m). The L'(m) convergence follows immediately from the
almost everywhere convergence and the fact that sample entropy is uniformly
integrable (Lemma 2.3.6). L! convergence in turn immediately implies the left-
hand equality of (3.3). Since the limit exists, it is the entropy rate. The final
equality states that the entropy rates of an AMS process and its stationary mean
are the same. This result follows from (3.2)-(3.3) by the following argument:
We have that H,,(X) = E,,h and H;,(X) = Eh, but h is invariant and hence
the two expectations are equal (see, e.g., Lemma 6.3.1 of [50]). Thus we need
only prove almost everywhere convergence in (3.1) to prove the theorem.

In this section we limit ourselves to the following special case of the theo-
rem that can be proved using the ordinary ergodic theorem without any new
techniques.
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Lemma 3.1.1: Given a finite alphabet stationary kth order Markov source
{X,}, then there is an invariant function h such that

lim —l%()() =h; m —a.e. and in L*(m),
where h is defined by
h(z) = —Epm, Inm(X;|X*), (3.5)

where {m,} is the ergodic decomposition of the stationary mean m. Further-
more,

h(z) = Hp, (X) = Hp, (Xi|X5). (3.6)
Proof of Lemma: We have that
1 1= .
——Inm(X") = —— ; Inm(X;| X?).

Since the process is kth order Markov with stationary transition probabilites,
for i > k we have that

m(X;| XY = m(X| Xip, -, Xi1) = m(Xp| XF)TF,

The terms —Inm(X;|X?), i =0,1,---,k — 1 have finite expectation and hence
are finite m-a.e. so that the ergodic theorem can be applied to deduce

) (g k—1 ) n—1 ‘
% = f% > Inm (X X7 (x) - % > Inm (X | XF) (T )
1=0 i=k

1 k—1 . 1 n—k—1 )
=— D Inm(X] X7 (x) — - D> Inm(XE | XF)(T)
=0 =0

— Ep, (—Inm(Xg| X)),

n—oo

proving the first statement of the lemma. It follows from the ergodic decom-
position of Markov sources (see Lemma 8.6.3) of [50]) that with probability 1,
Me(Xe| XPF) = m(Xi|h(x), X*) = m(X|X*), where ¢ is the ergodic component
function. This completes the proof. O

We prove the theorem in three steps: The first step considers stationary
and ergodic sources and uses the approach of Ornstein and Weiss [117] (see also
Shields [132]). The second step removes the requirement for ergodicity. This
result will later be seen to provide an information theoretic interpretation of
the ergodic decomposition. The third step extends the result to AMS processes
by showing that such processes inherit limiting sample entropies from their
stationary mean. The later extension of these results to more general relative
entropy and information densities will closely parallel the proofs of the second
and third steps for the finite case.
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3.2 Stationary Ergodic Sources

This section is devoted to proving the entropy ergodic theorem for the special
case of stationary ergodic sources. The result was originally proved by Breiman
[19]. The original proof first used the martingale convergence theorem to infer
the convergence of conditional probabilities of the form m(Xo|X_1, X o, -+, X_x)
to m(Xo|X_1,X_o,---). This result was combined with an an extended form of
the ergodic theorem stating that if g, — g as k — oo and if g, is L'-dominated
(supy, || is in L'), then 1/n Y 7—0 gxT" has the same limit as 1/n 3 p—0 gT*.
Combining these facts yields that that

n—1
1 1
21 ny _ — k
~lnm(X") anm(kac )
k=0
1 n—1
==Y Inm(Xo|X*,)T*
n
k=0

has the same limit as

n—1

1
—§ Inm(Xo|X_1,X o, )T
n

k=0

which, from the usual ergodic theorem, is the expectation
E(lnm(Xo|X™) = E(lnm(Xo|X_1,X_2,--+)).

As suggested at the end of the preceeding chapter, this should be minus the
conditional entropy H(Xo|X_1,X_2,---) which in turn should be the entropy
rate Hx. This approach has three shortcomings: it requires a result from mar-
tingale theory which has not been proved here or in the companion volume [50],
it requires an extended ergodic theorem which has similarly not been proved
here, and it requires a more advanced definition of entropy which has not yet
been introduced. Another approach is the sandwich proof of Algoet and Cover
[7]. They show without using martingale theory or the extended ergodic theo-
rem that 1/n Z?:_Ol Inm(Xo|X",)T? is asymptotically sandwiched between the
entropy rate of a kth order Markov approximation:

n—1

1 )

=3 (X [ XE)T — Byllnm(Xo X%,)] = —H(Xo|X%)
i=k

and
1 4
=3 m(Xo| X1, X gy )T = En[lnm(Xo| Xy, -]
n
i=k

=—H(Xo|X-1,X 2, ).

By showing that these two limits are arbitrarily close as k — oo, the result is
proved. The drawback of this approach for present purposes is that again the
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more advanced notion of conditional entropy given the infinite past is required.
Algoet and Cover’s proof that the above two entropies are asymptotically close
involves martingale theory, but this can be avoided by using Corollary 5.2.4 as
will be seen.

The result can, however, be proved without martingale theory, the extended
ergodic theorem, or advanced notions of entropy using the approach of Ornstein
and Weiss [117], which is the approach we shall take in this chapter. In a later
chapter when the entropy ergodic theorem is generalized to nonfinite alphabets
and the convergence of entropy and information densities is proved, the sandwich
approach will be used since the appropriate general definitions of entropy will
have been developed and the necessary side results will have been proved.

Lemma 3.2.1: Given a finite alphabet source {X,,} with a stationary er-
godic distribution m, we have that

lim = Inm(X™)

n— 00 n

=h; m— a.e.,

where h(z) is the invariant function defined by
h(z) = Hp(X).
Proof: Define

hn(z) = —lnm(X")(z) = —lnm(z™)

and ) | .
h(xz) = liminf —h,(z) = liminf M
n—oo n n—oo n
Since m((zg, -+, Tn-1)) < m((z1, -+, 2n—1)), we have that

ha(2) > hn_1(T).

Dividing by n and taking the limit infimum of both sides shows that h(xz) >
h(Tx). Since the n~'h, are nonnegative and uniformly integrable (Lemma
2.3.6), we can use Fatou’s lemma to deduce that h and hence also hT are
integrable with respect to m. Integrating with respect to the stationary measure
m yields

/ dm(2)h(z) = / dm (z)h(Tx)
which can only be true if
h(z) = h(Tx);m — a.c.,

that is, if h is an invariant function with m-probability one. If h is invariant
almost everywhere, however, it must be a constant with probability one since
m is ergodic (Lemma 6.7.1 of [50]). Since it has a finite integral (bounded by
H,,(X)), h must also be finite. Henceforth we consider h to be a finite constant.
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We now proceed with steps that resemble those of the proof of the ergodic
theorem in Section 7.2 of [50]. Fix € > 0. We also choose for later use a § > 0
small enough to have the following properties: If A is the alphabet of X, and
[|A]| is the finite cardinality of the alphabet, then

SIn||A|| < e, (3.7)

and
—6lnd—(1—0)In(l =) = ha(d) <e. (3.8)

The latter property is possible since hg(d) — 0 as § — 0.

Define the random variable n(z) to be the smallest integer n for which
n~'h,(r) < h+ €. By definition of the limit infimum there must be infinitely
many n for which this is true and hence n(x) is everywhere finite. Define the
set of “bad” sequences by B = {x : n(xr) > N} where N is chosen so large
that m(B) < 6/2. Still mimicking the proof of the ergodic theorem, we define
a bounded modification of n(x) by

v _[n(@)z¢B
n(:v)—{ 1 z€B

so that n(xz) < N for all x € B°. We now parse the sequence into variable-length
blocks. Iteratively define ny(z) by

no(z) =0

ny(z) = n(x)

na(z) = ny(x) + (T @) = ny(z) + 11 (z)

N1 () = np () + (TP x) = ny(x) + I (z),
where I (z) is the length of the kth block:

li(x) = A(T™ @) ).

We have parsed a long sequence x* = (zg,---,r1_1), where L >> N,
into blocks Ty, (2), """ s Tryyy (@)—1 = xifk(z) which begin at time ng(z) and have
length Ij(x) for k =0, 1,---. We refer to this parsing as the block decomposition
of a sequence. The kth block, which begins at time ng(x), must either have

sample entropy satisfying

—Inm( lk(f)))

xnk(x

or, equivalently, probability at least

<h+e (3.9)

() > o, a0
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or it must consist of only a single symbol. Blocks having length 1 (I, = 1)
could have the correct sample entropy, that is,

—lnm(z?! _
( nk(m)) Sh+67

or they could be bad in the sense that they are the first symbol of a sequence
with n > N; that is,
n(T™@z) > N,

or, equivalently,
@ g e B,

Except for these bad symbols, each of the blocks by construction will have a
probability which satisfies the above bound.
Define for nonnegative integers n and positive integers [ the sets

S(n,1) = {a: m(X,(x) 2 e ' EFIY,

that is, the collection of infinite sequences for which (3.2.2) and (3.2.3) hold for
a block starting at n and having length [. Observe that for such blocks there
cannot be more than e!(2+€) distinct I-tuples for which the bound holds (lest
the probabilities sum to something greater than 1). In symbols this is

1S(n, )] < '@t (3.11)

The ergodic theorem will imply that there cannot be too many single symbol
blocks with n(T"+(®)z) > N because the event has small probability. These
facts will be essential to the proof.

Even though we write 7(z) as a function of the entire infinite sequence, we
can determine its value by observing only the prefix 2V of z since either there
is an n < N for which n=11n m(z™) < h + € or there is not. Hence there is a
function 7 (z") such that fi(z) = n(x"). Define the finite length sequence event
C ={zV :a(zV) =1and —Inm(z') > h+ €}, that is, C is the collection of all
N-tuples 2 that are prefixes of bad infinite sequences, sequences = for which
n(xz) > N. Thus in particular,

z € B if and only if 2V € C. (3.12)

Now recall that we parse sequences of length L >> N and define the set G,
of “good” L-tuples by
| Lot
— L. N
Gr=A{z "IN ; lo(z;') < 6},

7

that is, G, is the collection of all L-tuples which have fewer than §(L—N) < JL
time slots i for which 22 is a prefix of a bad infinite sequence. From (3.12) and



54 CHAPTER 3. THE ENTROPY ERGODIC THEOREM

the ergodic theorem for stationary ergodic sources we know that m-a.e. we get
an z for which

n—1 n—1
1 N . 5
nlingo - ;:0 lo(x)') = nlin;o - ;:0 1p(T"z) = m(B) < 3 (3.13)

From the definition of a limit, this means that with probability 1 we get an x
for which there is an Lo = Lo(z) such that

L—-N-1

1
lo(zN) < 6; for all L > Ly. (3.14)

L—-N ¢
=0

This follows simply because if the limit is less than §/2, there must be an Lg so
large that for larger L the time average is at least no greater than 26/2 = §. We
can restate (3.14) as follows: with probability 1 we get an z for which 2 € G,
for all but a finite number of L. Stating this in negative fashion, we have one of
the key properties required by the proof: If ¥ € G, for all but a finite number
of L, then ¥ cannot be in the complement G infinitely often, that is,

m(x: z¥ € G$ i.0.) =0. (3.15)

We now change tack to develop another key result for the proof. For each
L we bounded above the cardinality ||Gp|| of the set of good L-tuples. By
construction there are no more than dL bad symbols in an L-tuple in G and
these can occur in any of at most

> (i) < eh2()L (3.16)

k<6L

places, where we have used Lemma 2.3.5. Eq. (3.16) provides an upper
bound on the number of ways that a sequence in GG, can be parsed by the given
rules. The bad symbols and the final N symbols in the L-tuple can take on
any of the || A|| different values in the alphabet. Eq. (3.11) bounds the number
of finite length sequences that can occur in each of the remaining blocks and
hence for any given block decomposition, the number of ways that the remaining
blocks blocks can be filled is bounded above by

H @ ote) — D0, (@) (hte) _ Lllte) (3.17)
kT k(D g B
regardless of the details of the parsing. Combining these bounds we have that

||GLH < 6hz(é)L % HA”tiL % HA”N % eL(Q—&-e) — ehz(é)L+(5L+N) In ||A||+L(h+e€)

or
IGL|| < ellbtetha(®)+(G+E) n[[Al)
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Since J satisfies (3.7)—(3.8), we can choose L; large enough so that N'ln ||A||/L1 <
€ and thereby obtain
1GL|| < e B9 L > 1y (3.18)

This bound provides the second key result in the proof of the lemma. We now
combine (3.18) and (3.15) to complete the proof.

Let By, denote a collection of L-tuples that are bad in the sense of having
too large a sample entropy or, equivalently, too small a probability; that is if
z! € By, then

m(acL) < 67L(ﬁ“1’56)

or, equivalently, for any 2 with prefix z
hr(z) > h+ 5e.

The upper bound on ||G|| provides a bound on the probability of By (| Gr:

m(BL mGL) = Z m(xL) < Z e—L(ﬁ+5€)

aleBL(GL zleGy

< ||GL||67L(Q+56) < efeL.

Recall now that the above bound is true for a fixed € > 0 and for all L > L;.
Thus

%) Li—1 o

m(BLmGL) = Z m(BLﬂGL)—F Z m(BLmGL)

L=1 L=1 L=1L,

o0
<L+ Z el <
L=L,

and hence from the Borel-Cantelli lemma (Lemma 4.6.3 of [50]) m(x : 2l €

BrNGprio.) = 0. We also have from (3.2.8), however, that m(z : z¥ €
G$ i.0. ) = 0 and hence z¥ € Gy for all but a finite number of L. Thus
2l € Bp io. if and only if 7 € By (NG i.0. As this latter event has zero
probability, we have shown that m(z : 2¥ € By, i.0.) = 0 and hence

limsup hy(z) < h+ 5e.
L—oo
Since € is arbitrary we have proved that the limit supremum of the sample
entropy —n ' Inm(X™) is less than or equal to the limit infimum and therefore
that the limit exists and hence with m-probability 1

lim Inm(X™)

n— o0 n

=h. (3.19)

Since the terms on the left in (3.19) are uniformly integrable from Lemma
2.3.6, we can integrate to the limit and apply Lemma 2.4.1 to find that
—Inm(X" _
he tim [ ()22 X@) gk,

n—00 n
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which completes the proof of the lemma and hence also proves Theorem 3.1.1
for the special case of stationary ergodic measures. O

3.3 Stationary Nonergodic Sources

Next suppose that a source is stationary with ergodic decomposition {my; A €
A} and ergodic component function 1 as in Theorem 1.8.3. The source will
produce with probability one under m an ergodic component m) and Lemma
3.2.2 will hold for this ergodic component. In other words, we should have that

. 1 n =
nh_)ngo - Inmy(X") = Hp,, (X); m —a.e., (3.20)
that is, -

m({x : fnlln;o In iy (2™) = Hmwz) (X)}) =1

This argument is made rigorous in the following lemma.
Lemma 3.3.1: Suppose that {X,,} is a stationary not necessarily ergodic
source with ergodic component function ¢. Then

m({x: — lim Inmy(2") = H,

My (X)) =1; m—ae.. (3.21)

Proof: Let

G=A{x: fnlirrgo lnmw(I)(x") = Hmw(w)(X)}

and let GG denote the section of G at A, that is,

Gy ={z:— lim lnmy(a") = Hp, (X)}.

n—oo

From the ergodic decomposition (e.g., Theorem 1.8.3 or [50], Theorem 8.5.1)
and (1.26)

m(G) = / 4P, (\mi(G),

where
mA(G) = m(Glp = \) = m(G( [a : ¥(x) = A} = \)
=m(Gx[tp = A) = my(G))

which is 1 for all A from the stationary ergodic result. Thus

It is straightforward to verify that all of the sets considered are in fact measur-
able. O

Unfortunately it is not the sample entropy using the distribution of the
ergodic component that is of interest, rather it is the original sample entropy
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for which we wish to prove convergence. The following lemma shows that the
two sample entropies converge to the same limit and hence Lemma 3.3.1 will also
provide the limit of the sample entropy with respect to the stationary measure.

Lemma 3.3.2: Given a stationary source {X,}, let {mx; A € A} denote
the ergodic decomposition and 1 the ergodic component function of Theorem
1.8.3. Then ) X

lim —1In M

= 0; m—ae.
n—oo n m(X'fL) »m a.¢

Proof: First observe that if m(a™) is 0, then from the ergodic decomposition
with probability 1 my(a™) will also be 0. One part is easy. For any € > 0 we
have from the Markov inequality that

1 X" X
m(—lnLn) >€) = m(Ln) > e"€)
nomy(XM) my (X™)
m(X™) | _
< Em Nt T ’I’LE.
- (m¢(X”))e
The expectation, however, can be evaluated as follows: Let Agl)‘) = {a" :

mx(a™) > 0}. Then

(550 - faron 5 288

a"€A,

= [apsyma) <1,
where Py is the distribution of ¢. Thus
1 X"
m(—1n mX") >¢) <e
n my(X")

and hence

;m(%ln%>e)<m

and hence from the Borel-Cantelli lemma

m(X™)

1
—In——= i.0.)=0
m(n nmw(X”) > € i.0.)
and hence with m probability 1
1 X
limsup — In m(X") <e.

Since € is arbitrary,

1 X"
limsup — In M

<0; m—a.e. 3.22
n—oo N mw(X”) =5 m a.¢ ( )
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For later use we restate this as

lim inf l In M

>0; m—a.e.. 3.23
n—oo n m(X”) =4 m a-e ( )

We now turn to the converse inequality. For any positive integer k, we can
construct a stationary k-step Markov approximation to m as in Section 2.6, that
is, construct a process m®) with the conditional probabilities

m® (X, € FIX") =m® (X, € FIXF_,)

= m(Xn € Ferlj—k)

and the same kth order distributions m®) (X* € F) = m(X* € F). Consider
the probability

1. m®(Xxm) m®F) (X
— > — > one
m(nln X >e)=m ) >e")
(k)(xn)
m
< E -~ 7
< B m(Xn)

The expectation is evaluated as

)efne.

m®) (zn
Z —m(aE”) )m(x") =1

and hence we again have using Borel-Cantelli that
B (X™)
m
li —In———= <0.
T, S
We can apply the usual ergodic theorem to conclude that with probability 1

under m

1 1 1
limsup—In ——— < lim —1 = Emw[flnm(Xk|Xk)].

nooo M m(X") T nooon . m) (Xn)
Combining this result with (3.20) we have using Lemma 2.4.3 that

. 1. my(X™) -
1 —In——= < —H,
lrrflsolipn . m(X™) "

IN

L (X) = By, Inm(X5,| X))

= Hpy o (X)) (3.24)

This bound holds for any integer k and hence it must also be true that m-a.e.
the following holds:

. 1. my(X™) . -
117?1—>Sol<l>p - In m < Hlif Hy,jimeo (X) = ¢ (3.25)
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In order to evaluate { we apply the ergodic decomposition of relative entropy
rate (Corollary 2.4.2) and the ordinary ergodic decomposition to write

/deC: /deiIklmeme(k)(X)

< i%f/dpwgmw\\m(’“) (X) = iI]%f Hmllm(k)(X).

From Theorem 2.6.2, the right hand term is 0. If the integral of a nonnegative
function is 0, the integrand must itself be 0 with probability one. Thus (3.25)
becomes ) (x™)

. My (X7

| —In——= <0,

1£n_>solipn . m(Xn") —

which with (3.23) completes the proof of the lemma. O

We shall later see that the quantity

1 My (X")
n(X™Y) = —In ————-
a ¥) n  m(X")
is the sample mutual information (in a generalized sense so that it applies to the
usually non-discrete 1) and hence the lemma states that the normalized sample
mutual information between the process outputs and the ergodic component
function goes to 0 as the number of samples goes to infinity.

The two previous lemmas immediately yield the following result.

Corollary 3.3.1: The conclusions of Theorem 3.1.1 hold for sources that
are stationary.

3.4 AMS Sources

The principal idea required to extend the entropy theorem from stationary
sources to AMS sources is contained in Lemma 3.4.2. It shows that an AMS
source inherits sample entropy properties from an asymptotically dominating
stationary source (just as it inherits ordinary ergodic properties from such a
source). The result is originally due to Gray and Kieffer [54], but the proof
here is somewhat different. The tough part here is handling the fact that the
sample average being considered depends on a specific measure. From Theorem
1.7.1, the stationary mean of an AMS source dominates the original source on
tail events, that is, events in F,. We begin by showing that certain important
events can be recast as tail events, that is, they can be determined by looking
at only samples in the arbitrarily distant future. The following result is of this
variety: It implies that sample entropy is unaffected by the starting time.

Lemma 3.4.1: Let {X,,} be a finite alphabet source with distribution m.
Recall that X! = (X, Xg+1, -+, Xktn—1) and define the information density
m(X™)

i(X* XPF) =1n )
) = )
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Then
lim li(Xk;X,?*k) =0; m—ae..
n—oo n

Comment: The lemma states that with probability 1 the per-sample mutual
information density between the first k£ samples and future samples goes to zero
in the limit. Equivalently, limits of n= Inm(X™) will be the same as limits of
n~'Inm(X;~") for any finite k. Note that the result does not require even that
the source be AMS. The lemma is a direct consequence of Lemma 2.7.1.

Proof: Define the distribution p = myrx Xmx, x,,,,., that is, a distribution
for which all samples after the first k are independent of the first k samples.
Thus, in particular, p(X™) = m(X*)m(X}). We will show that p >> m, in
which case the lemma will follow from Lemma 2.7.1. Suppose that p(F') = 0. If
we denote X,j = Xy, Xk+1,- -, then

0=p(F) = > m(a*ymy (Fur)

where F,« is the section {x} : (z¥,2]) = z € F}. For the above relation to
hold, we must have Myt (Fye) = 0 for all ¥ with m(2*) # 0. We also have,

however, that
m(F) =Y m(X*=d" X" € F,)
ak

=> m(X* =a"|X;f € Fu)m(X} € Fo).
ak

But this sum must be 0 since the rightmost terms are 0 for all a* for which
m(X* = a*) is not 0. (Observe that we must have m(X* = a*|X;" € F,») =
0 if m(X,;” € F,x) # 0 since otherwise m(X* = a*) > m(X* = a*, X}t € F,)
> 0, yielding a contradiction.) Thus p >> m and the lemma is proved. O

For later use we note that we have shown that a joint distribution is dom-
inated by a product of its marginals if one of the marginal distributions is
discrete.

Lemma 3.4.2: Suppose that {X,,} is an AMS source with distribution m
and suppose that m is a stationary source that asymptotically dominates m
(e.g., m is the stationary mean). If there is an invariant function A such that

1
lim ——Inm(X") = h; m — a.e.,
n—oo N

then also,

1
lim ——Inm(X"™) =h; m — ae.
n—oo N

Proof: For any k we can write using the chain rule for densities

1 1 1
——Inm(X") + ~Inm(Xp %) = —=Inm(X*|X77F)
n n

n
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1 1
= —Zi(XF XPRY - S lnm(XF).
n@( s X T) - nm(X")

From the previous lemma and from the fact that H,,(X*) = —E,, Inm(X¥) is
finite, the right hand terms converge to 0 as n — oo and hence for any &

1
lim —— Inm(X*|X]%)
n

n—oo

= lim (,l Inm(X™) + 1 Inm(Xp %) =0; m —ae. (3.26)
n

n— o0 n

This implies that there is a subsequence k(n) — oo such that
L (xR x k)
n k(n)
1 n 1 n—k
=——Ilnm(X") - - Inm (X {(n)) — 0; m — a.e.. (3.27)

n k(n)

To see this, observe that (3.26) ensures that for each k there is an N (k) large
enough so that N(k) > N(k — 1) and

1

1 Xk: N(k)—k —k < —k. )
N O > 2 <0 (3.28)

m(] -

Applying the Borel-Cantelli lemma implies that for any e,
m(] = 1/N (k) Inm(X* x5 > € i.0.) = 0.
Now let k(n) =k for N(k) <n < N(k+1). Then

m(] — l/nlnm(Xk(")|XZ(;’)€(n))| >eio.)=0

and therefore

1 1 n—k(n
lim (——1nm(X") + gham(Xk(n’;( >)> =0; m — a..

n—oo n

as claimed in (3.27).
In a similar manner we can also choose the sequence so that

. 1 _ 1 _ n—k(n) _
1 ——1 X" —1 X =0; m—a.e.
nI—{I;o( n nm )+n nm( k(n) )) ) M a8,

that is, we can choose N (k) so that (3.4.3) simultaneously holds for both m and
m. Invoking the entropy ergodic theorem for the stationary m (Corollary 3.3.1)
we have therefore that

1 n— n —
lim ——Inm(X nk( )) =h; m — ae.. (3.29)

n—oo n k( )
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62
From Markov’s inequality (Lemma 4.4.3 of [50])
1 n _ixn S (UXE) o e
m(——Inm(X}) < - Inm(Xy) —e€) = m(m(XZL) > ")
ank n—
< e_nEEﬁ/fLEXi_k; — e Z TEfo—kim(mzk) < eme,
m m(x
k msz:m(zsz);ﬁ(] k
Hence taking k = k(n) and again invoking the Borel-Cantelli lemma we have
that ) )
_ n—k(n _ n—k(n .
m(—— lnm(Xk(n)( )) < —— lnm(Xk(n)( )) —€i0.)=0
or, equivalently, that
n—k(n)
1, (X )
liminf -~ In — Z(_;(n) >0; m—ae.. (3.30)
(3.31)

Therefore from (3.29)
o 1
liminf —— lnm(X
n

n—oo
The above event is in the tail o-field Foo =, 0(Xp, Xp41,- - ) since it can be
determined from Xy, - -+ for arbitrarily large n and since h is invariant. Since

) > h; m— a.e.

n—k(n)

m dominates m on the tail o-field (Theorem 1.7.2), we have also
k(n)

lim inf ! Inm(X
n—oo n
and hence by (3.4.2)
o 1
liminf ——lnm(X") > h; m — a.e.

n— o0 n

which proves half of the lemma.
Since
m( lim —
n—oo
and since m asymptotically dominates m (Theorem 1.7.1), given € > 0 there is

1
Elnm(X,?) =h)>1—¢

Clnm(X") # k) =0

a k such that
m( im —
Again applying Markov’s inequality and the Borel-Cantelli lemma as in the

development of (3.29) we have that
1 m( X7
liminf ——In m(Xi) >0; m— a.e,
n—oo n m(X})
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which implies that

1
m(limsup ——Inm(X}) <h)>1—¢
n

n—oo

and hence also that

1
m(limsup —— lnm(X") <h) > 1-—e

n— 00 n

Since € can be made arbitrarily small, this proves that m-a.e.
limsup —n~!lnm(X") < h,

which completes the proof of the lemma. O

The lemma combined with Corollary 3.3.1 completes the proof of Theorem
3.1.1. O

3.5 The Asymptotic Equipartition Property

Since convergence almost everywhere implies convergence in probability, Theo-
rem 3.1.2 has the following implication: Suppose that {X,,} is an AMS ergodic
source with entropy rate H. Given € > 0 there is an N such that for all n > N
the set

G ={z" :In " hy(z) — H| > €}

_ {xn . e—n(FI+e) < m(xn) < e—n(H—e)}

has probability greater then 1 —e. Furthermore, as in the proof of the theorem,
there can be no more than e™#+¢) n-tuples in G,,. Thus there are two sets of n-
tuples: a “good” set of approximately e™ n-tuples having approximately equal
probability of e ™ and the complement of this set which has small total prob-
ability. The set of good sequences are often referred to as “typical sequences”
in the information theory literature and in this form the theorem is called the
asymptotic equipartition property or the AEP.

As a first information theoretic application of an ergodic theorem, we con-
sider a simple coding scheme called an “almost noiseless source code.” As we
often do, we consider logarithms to the base 2 when considering specific coding
applications. Suppose that a random process {X,,} has a finite alphabet A with
cardinality ||A|| and entropy rate H. Suppose that H < log ||A]|, e.g., A might
have 16 symbols, but the entropy rate is slightly less than 2 bits per symbol
rather than log 16 = 4. Larger alphabets cost money in either storage or com-
munication applications. For example, to communicate a source with a 16 letter
alphabet sending one letter per second without using any coding and using a
binary communication system we would need to send 4 binary symbols (or four
bits) for each source letter and hence 4 bits per second would be required. If
the alphabet only had 4 letters, we would need to send only 2 bits per second.
The question is the following: Since our source has an alphabet of size 16 but
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an entropy rate of less than 2, can we code the original source into a new source
with an alphabet of only 4 letters so as to communicate the source at the smaller
rate and yet have the receiver be able to recover the original source? The AEP
suggests a technique for accomplishing this provided we are willing to tolerate
occasional errors.

We construct a code of the original source by first picking a small € and
a  small enough so that H + § < 2. Choose a large enough n so that the
AEP holds giving a set G, of good sequences as above with probability greater
than 1 — €. Index this collection of fewer than 2"(#1+9) < 227 sequences using
binary 2n-tuples. The source X}, is parsed into blocks of length n as X}, =
(Xkn» Xknt1, -+ X(k+1)n) and each block is encoded into a binary 2n-tuple as
follows: If the source n-tuple is in G,,, the codeword is its binary 2n-tuple index.
Select one of the unused binary 2n-tuples as the error index and whenever an
n-tuple is not in G, the error index is the codeword. The receiver or decoder
than uses the received index and decodes it as the appropriate n-tuple in G,,. If
the error index is received, the decoder can declare an arbitrary source sequence
or just declare an error. With probability at least 1 — € a source n-tuple at
a particular time will be in G,, and hence it will be correctly decoded. We
can make this probability as small as desired by taking n large enough, but we
cannot in general make it 0.

The above simple scheme is an example of a block coding scheme. If con-
sidered as a mapping from sequences into sequences, the map is not stationary,
but it is block stationary in the sense that shifting an input block by n results
in a corresponding block shift of the encoded sequence by 2n binary symbols.



Chapter 4

Information Rates 1

4.1 Introduction

Before proceeding to generalizations of the various measures of information,
entropy, and divergence to nondiscrete alphabets, we consider several properties
of information and entropy rates of finite alphabet processes. We show that
codes that produce similar outputs with high probability yield similar rates and
that entropy and information rate, like ordinary entropy and information, are
reduced by coding. The discussion introduces a basic tool of ergodic theory—
the partition distance—and develops several versions of an early and fundamental
result from information theory—Fano’s inequality. We obtain an ergodic theorem
for information densities of finite alphabet processes as a simple application of
the general Shannon-McMillan-Breiman theorem coupled with some definitions.
In Chapter 6 these results easily provide L' ergodic theorems for information
densities for more general processes.

4.2 Stationary Codes and Approximation

We consider the behavior of entropy when codes or measurements are taken on
the underlying random variables. We have seen that entropy is a continuous
function with respect to the underlying measure. We now wish to fix the measure
and show that entropy is a continuous function with respect to the underlying
measurement.

Say we have two finite alphabet measurements f and g on a common prob-
ability space having a common alphabet A. Suppose that Q and R are the
corresponding partitions. A common metric or distance measure on partitions
in ergodic theory is

|Q—-R|= %ZP(QiARi)7 (4.1)

which in terms of the measurements (assuming they have distinct values on dis-
tinct atoms) is just Pr(f # g). If we consider f and g as two codes on a common

65
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space, random variable, or random process (that is, finite alphabet mappings),
then the partition distance can also be considered as a form of distance between
the codes. The following lemma shows that entropy of partitions or measure-
ments is continuous with respect to this distance. The result is originally due
to Fano and is called Fano’s inequality [37].

Lemma 4.2.1: Given two finite alphabet measurements f and g on a com-
mon probability space (€, B, P) having a common alphabet A or, equivalently,
the given corresponding partitions @ = {f~'(a);a € A} and R = {g7*(a);a €
A}, define the error probability P, = |Q — R| = Pr(f # g). Then

H(flg) < ha(Pe) + Peln(|[A]| — 1)
and
|H(f) — H(g)| < ha(Pe) + PeIn(M —1)
and hence entropy is continuous with respect to partition distance for a fixed

measure.

Proof: Let M = ||A]| and define a measurement
r:AxA—{0,1,---, M —1}

by r(a,b) = 0 if a = b and r(a,b) = i if a # b and a is the ith letter in the
alphabet A, = A — b. If we know g and we know r(f, g), then clearly we know
f since either f = g (if »(f, g) is 0) or, if not, it is equal to the r(f, g)th letter
in the alphabet A with g removed. Since f can be considered a function of ¢

a’nd r(fv 9)7
H(flg,r(f,9)) =0

and hence

H(fagvr(fmg)) = H(fIg,?"(f,g)) + H(g,r(f,g)) = H(gvT(f’ g))

Similarly
H(f.g,r(f,9)) = H(f.9)-

From Lemma 2.3.2

H(f,g)=H(g,7(f,9)) < H(g9) + H(r(f,9))

or
H(f,9) — H(9) = H(flg) < H(r(f,9))
M—1
=-P(r=0P(r=0)— > P(r=iP@r=i).
i=1
Since P(r =0) =1 — P and since ), ,, P(r = i) = P, this becomes

M-—1 . .
Hflg) < ~(1 - P~ R) ~ P Y TUZD 0 PUZDp g,
i—1 e e
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< hy(P,) + P, In(M — 1)

since the entropy of a random variable with an alphabet of size M — 1 is no
greater than In(M —1). This proves the first inequality. Since H(f) < H(f,g) =
H(f|g) + H(g), this implies

H(f) — H(g) < ha(P,) + P, In(M — 1).

Interchanging the roles of f and g completes the proof. O

The lemma can be used to show that related information measures such
as mutual information and conditional mutual information are also continuous
with respect to the partition metric. The following corollary provides useful
extensions. Similar extensions may be found in Csiszar and Korner [26].

Corollary 4.2.1: Given two sequences of measurements { f,,} and {g,, } with
finite alphabet A on a common probability space, define

n—1
1
Pe(n) =5 Z; Pr(fi # g:)-
Then

1
ZH(f"g") < P (|| A]l - 1) + ha(PE)

and ) )
H(F") ~ - H (g™ < PO (A~ 1) + ha(PC).

If {fn,gn} are also AMS and hence the limit
P, = lim P™
exists, then if we define
I : 1 n| . n : 1 n .n n
H(flg) = lim —H(f"|g") = lim —(H(f",g")~ H(g")),
where the limits exist since the processes are AMS, then
H(flg) < PIn(||Al| = 1) + ho(Pe)

[H(f) — H(g)| < PeIn(||A]] = 1) + ha(Pe).

Proof: From the chain rule for entropy (Corollary 2.5.1), Lemma 2.5.2, and
Lemma 4.2.1

n—1 n—1
H(f"g™) =Y H(filf'g") <> H(filg')
=0 =0

< S H(flg) < 3 (Pr(fs # 00 (|l - 1) + ha(Pr(fi # 9:)))
1=0 1=0
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from the previous lemma. Dividing by n yields the first inequality which im-
plies the second as in the proof of the previous lemma. If the processes are
jointly AMS, then the limits exist and the entropy rate results follows from the
continuity of he by taking the limit. O

The per-symbol probability of error Pe(") has an alternative form. Recall
that the (average) Hamming distance between two vectors is the number of
positions in which they differ, i.e.,

dg)(x()vyO) =1- 590071!0’

where 4, is the Kronecker delta function (0 if @ = b and 1 otherwise), and

d(") Z d(l) 1.“ yz

We have then that )
Pe(n) =F (Edg-?)(fnagn)> 9

the normalized average Hamming distance.

The next lemma and corollary provide a useful tool for approximating com-
plicated codes by simpler ones.

Lemma 4.2.2: Given a probability space (€, B, P) suppose that F is a
generating field: B = o(F). Suppose that B-measurable Q is a partition of 2
and € > 0. Then there is a partition Q' with atoms in F such that |Q — Q'| <e.

Proof: Let ||A|| = K. From Theorem 1.2.1 given v > 0 we can find sets
R; € F such that P(Q;AR;) <~ fori=1,2,---, K — 1. The remainder of the
proof consists of set theoretic manipulations showing that we can construct the
desired partition from the R; by removing overlapping pieces. The algebra is
given for completeness, but it can be skipped. Form a partition from the sets

as -
i
Qi=Ri—|JR;i=12- K-1

j=1

Fori < K
P(QiAQ';) = P(Q; U Q') - P(Q ﬂ Q)

< PQi|JR) - P(Qi[\(Ri = | JRy) (4.2)
j<t
The rightmost term can be written as

Qim(Ri - URJ‘)) = P((QiﬂRi) - (U QiﬂRiﬂRj))

Jj<i j<i
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= P(Q:(R) - P(J @R[ Ry, (4.3)
j<i
where we have used the fact that a set difference is unchanged if the portion
being removed is intersected with the set it is being removed from and we have
used the fact that P(F' — G) = P(F) — P(G) if G C F. Combining (4.2.2) and
(4.2.3) we have that

P(@Q:iAQ,) < P(Q:i|JR) — P(Q:(\R) +P(J QiR B))

= P(Q:AR;) + P(‘U‘ QiR(R)) <7+ ZP(Qi N &).

For j # i, however, we have that
P(Qi[\Ry) = PQ:( ) B; (1 @Q5) < P(R; (@)
< P(R;AQj ) <7,
which with the previous equation implies that
PQAQ) < Kvii=1,2,++-, K — 1.

For the remaining atom:

PQxAQ k) = P(Qx Q% Q5% (@ x)- (4.4)

We have

Qx(Q%x =ex (U @)=Y Q52

<K <K

where the last equality follows since points in @’ ; that are also in Q; can-
not contribute to the intersection with Qg since the @); are disjoint. Since

Q';NQ5 C Q';AQ; we have
Qx(Q% cex (U @,40) c | @40,

j<K <K
A similar argument shows that
Qx M@k cU@,a0
i<k

and hence with (4.4)

P(QrkAQ' k) < P(|J @;AQ") < > P(Q,AQ)) < K.

J<K j<K
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To summarize, we have shown that
P(Q’LAle) < K2’Ya 1= 1727 o '7K

If we now choose 7 so small that K2y < ¢/K, the lemma is proved. O

Corollary 4.2.2: Let (2, B, P) be a probability space and F a generating
field. Let f: ©Q — A be a finite alphabet measurement. Given € > 0 there
is a measurement g :  — A that is measurable with respect to F (that is,
g~ '(a) € F for all a € A) for which P(f # g) <e.

Proof: Follows from the previous lemma by setting @ = {f~!(a); a € A},
choosing Q' from the lemma, and then assigning g for atom @', in Q" the same
value that f takes on in atom @; in Q. Then

P(f #g)= %ZP(QZAQ/Z.) <e O

We now develop applications of the previous results which relate the idea of
the entropy of a dynamical system with the entropy rate of a random process.
The result is not required for later coding theorems, but it provides insight into
the connections between entropy as considered in ergodic theory and entropy as
used in information theory. In addition, the development involves some ideas of
coding and approximation which are useful in proving the ergodic theorems of
information theory used to prove coding theorems.

Let {X,,} be a random process with alphabet Ay. Let A denote the one or
two-sided sequence space. Consider the dynamical system (92, B, P,T) defined
by (A¥,B(Ax)*, P,T), where P is the process distribution and T the shift.
Recall from Section 2.2 that a stationary coding or infinite length sliding block
coding of {X,,} is a measurable mapping f : A¥ — Ay into a finite alphabet
which produces an encoded process { f,,} defined by

folz) = f(T"x); x € AS.
The entropy H(P,T) of the dynamical system was defined by

H(P,T) = 81}pffp(f),

the supremum of the entropy rates of finite alphabet stationary codings of the
original process. We shall soon show that if the original alphabet is finite, then
the entropy of the dynamical system is exactly the entropy rate of the process.
First, however, we require several preliminary results, some of independent in-
terest.

Lemma 4.2.3: If f is a stationary coding of an AMS process, then the
process { f,} is also AMS. If the input process is ergodic, then so is {f,}.

Proof: Suppose that the input process has alphabet Ax and distribution P
and that the measurement f has alphabet Ay. Define the sequence mapping

[ AR — AF by f(z) = {fu(x); n € T}, where f,(z) = f(T"x) and T is
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the shift on the input sequence space A¥. If T also denotes the shift on the
output space, then by construction f(Tz) = T'f(z) and hence for any output
event F, f~Y(T7'F) = T~ f~Y(F). Let m denote the process distribution for
the encoded process. Since m(F) = P(f~1(F)) for any event F € B(Af)> , we
have using the stationarity of the mapping f that

n—1 n—1
1 —i 1 F—1p—i
Jm 3 T =l S P(NTE)

n—1

= lim LS P(TUAE) = PR,
=0

where P is the stationary mean of P. Thus m is AMS. If G is an invariant
output event, then f~1(Q) is also invariant since 771 f~1(G) = f~YT~1G).
Hence if input invariant sets can only have probability 1 or 0, the same is true
for output invariant sets. O

The lemma and Theorem 3.1.1 immediately yields the following:

Corollary 4.2.3: If f is a stationary coding of an AMS process, then

A(f) = lim H("),
n—oo M,
that is, the limit exists.

For later use the next result considers general standard alphabets. A sta-
tionary code f is a scalar quantizer if there is a map g : Ax — Ay such that
f(z) = q(zp). Intuitively, f depends on the input sequence only through the
current symbol. Mathematically, f is measurable with respect to o(Xg). Such
codes are effectively the simplest possible and have no memory or dependence
on the future.

Lemma 4.2.4: Let {X,,} be an AMS process with standard alphabet Ax
and distribution m. Let f be a stationary coding of the process with finite
alphabet Ay. Fix ¢ > 0. If the process is two-sided, then there is a scalar
quantizer ¢ : Ax — Ay, an integer N, and a mapping g : AfZV — Ay such that

n—1

nli»nolo % ;Pr(ﬁ #9(q(Xi-n), ¢(Xi—ny1), -, a(Xiyn))) < e

If the process is one-sided, then there is a scalar quantizer ¢ : Ax — Ag, an
integer N, and a mapping g : A(JZV — Ay such that

n—1
Jim 57 Pr(fi # g(a(X0), a(Xi), - a(Kiew 1)) < e
=0

Comment: The lemma states that any stationary coding of an AMS process can

be approximated by a code that depends only on a finite number of quantized
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inputs, that is, by a coding of a finite window of a scalar quantized version of
the original process. In the special case of a finite alphabet input process, the
lemma states that an arbitrary stationary coding can be well approximated by
a coding depending only on a finite number of the input symbols.

Proof: Suppose that m is the stationary mean and hence for any measure-
ments f and g

n—1
m(fo #90) = lim 3" Pr(fi £ g0)
n=0

Let g, be an asymptotically accurate scalar quantizer in the sense that o (g, (Xo))
asymptotically generates B(Ax). (Since Ax is standard this exists. If Ax is
finite, then take ¢(a) = a.) Then F,, = (¢, (X;); 1 =10,1,2,---,n — 1) asymp-
totically generates B(Ax ) for one-sided processes and F,, = o(qn(X;); ¢ =
—n,---,n) does the same for two-sided processes. Hence from Corollary 4.2.2
given € we can find a sufficiently large n and a mapping g that is measurable
with respect to F,, such that m(f # g) < e. Since g is measurable with respect
to Fy, it must depend on only the finite number of quantized samples that
generate F,,. (See, e.g., Lemma 5.2.1 of [50].) This proves the lemma. O

Combining the lemma and Corollary 4.2.1 immediately yields the following
corollary, which permits us to study the entropy rate of general stationary codes
by considering codes which depend on only a finite number of inputs (and hence
for which the ordinary entropy results for random vectors can be applied).

Corollary 4.2.4: Given a stationary coding f of an AMS process let F,, be
defined as above. Then given € > 0 there exists for sufficiently large n a code g
measurable with respect to F,, such that

[H(f) - H(g)| <e.

The above corollary can be used to show that entropy rate, like entropy,
is reduced by coding. The general stationary code is approximated by a code
depending on only a finite number of inputs and then the result that entropy is
reduced by mapping (Lemma 2.3.3) is applied.

Corollary 4.2.5: Given an AMS process {X,,} with finite alphabet Ax and
a stationary coding f of the process, then

H(X) = H(f),

that is, stationary coding reduces entropy rate.

Proof: For integer n define F,, = o(Xo, X1, -+, X,) in the one-sided case
and o(X_,, -, X,) in the two-sided case. Then F,, asymptotically generates
B(Ax)*. Hence given a code f and an ¢ > 0 we can choose using the finite
alphabet special case of the previous lemma a large k and a Fji-measurable code
g such that |H(f) — H(g)| < e. We shall show that H(g) < H(X), which will
prove the lemma. To see this in the one-sided case observe that g is a function
of X* and hence g" depends only on X"** and hence

H(gn) < H(Xn-‘rk)
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and hence

_ 1 1
H(g)= lim —H(g") < lim — n

H(X") = H(X).

In the two-sided case g depends on {X_g, -+, X;} and hence g, depends on
{X_k, -, Xn+r} and hence

H(g") <HX_p, -, X_1, X0, Xpgr) < HX gy, X_1) + HX"HF),

Dividing by n and taking the limit completes the proof as before. O

Theorem 4.2.1: Let {X,,} be a random process with alphabet Ax. Let
AS denote the one or two-sided sequence space. Consider the dynamical system
(Q,B, P,T) defined by (A, B(Ax)>, P,T), where P is the process distribution
and T is the shift. Then

H(P,T) = H(X).
Proof: From (2.2.4), H(P,T) > H(X). Conversely suppose that f is a code

which yields H(f) > H(P,T) — e. Since f is a stationary coding of the process
{X,}, the previous corollary implies that H(f) < H(X), which completes the
proof. O

4.3 Information Rate of Finite Alphabet Pro-
cesses

Let {(X,,Ys)} be a one-sided random process with finite alphabet A x B and
let ((A x B)?+,B(A x B)#+) be the corresponding one-sided sequence space of
outputs of the pair process. We consider X,, and Y,, to be the sampling functions
on the sequence spaces A and B* and (X,,Y,) to be the pair sampling
function on the product space, that is, for (x,y) € A*® x B*, (X,,Y,)(z,y)
= (Xn(2),Y,(y)) = (xn,yn). Let p denote the process distribution induced by
the original space on the process {(X,,Y,)}. Analogous to entropy rate we
can define the mutual information rate (or simply information rate) of a finite
alphabet pair process by

I(X,Y) = limsup %I(X"7 Y™).

The following lemma follows immediately from the properties of entropy rates
of Theorems 2.4.1 and 3.1.1 since for AMS finite alphabet processes

I(X;Y)=H(X)+H(Y)-H(X,Y)

and since from (3.1.4) the entropy rate of an AMS process is the same as that of
its stationary mean. Analogous to Theorem 3.1.1 we define the random variables
p(X™,Y™) by p(X™,Y")(x,y) = p(X" = 2", Y" =y"), p(X") by p(X")(z,y)
= p(X™ = z™), and similarly for p(Y™).
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Lemma 4.3.1: Suppose that {X,,Y,} is an AMS finite alphabet random
process with distribution p and stationary mean p. Then the limits supremum
defining information rates are limits and

L(X,Y)=I;X,Y).

I_p is an affine function of the distribution p. If p has ergodic decomposition p,,
then

LXY) = [ oo, (X,Y),
If we define the information density

p(X™,Y")

(X" Y")=In PXpT™)’

then

1 _
lim i, (X", Y") =I5, (X,Y)

n—oo N

almost everywhere with respect to p and p and in L!(p).
The following lemmas follow either directly from or similarly to the corre-
sponding results for entropy rate of the previous section.

Lemma 4.3.2: Suppose that {X,,,Y,, X',,Y’,} is an AMS process and

n—1

. 1 !/ !
= - Y. ) D)) <
P nhm - g Pr((X;,Y;) # (X';,Y";)) <e

(the limit exists since the process is AMS). Then
[1(X;Y) = I(X"; V") < 3(eln(]|A]| = 1) + ha(e)).

Proof: The inequality follows from Corollary 4.2.1 since

1(X;Y) = I(X"Y")| <
|H(X) - H(X')|+ |H(Y) - HY")| + |[H(X,Y) - HX",Y’)|

and since Pr((X;,Y;) # (Xi,Yy)) = Pr(X; # X' or Y; # Y;') is no smaller
than Pr(X; # X;") or Pr(Y; #Y;). O

Corollary 4.3.1: Let {X,,Y,} be an AMS process and let f and g be
stationary measurements on X and Y, respectively. Given € > 0 there is an
N sufficiently large, scalar quantizers ¢ and r, and mappings f’ and ¢’ which
depend only on {¢(Xq), -+, q(Xn—-1)} and {r(Yp), -+, r(Yn_1)} in the one-sided
case and {¢(X_n), -, q(Xn)} and {r(Y_u),---,7(Yn)} in the two-sided case
such that

[I(f:9) = I(f';9) < e
Proof: Choose the codes f’ and ¢’ from Lemma 4.2.4 and apply the previous

lemma. O
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Lemma 4.3.3:If {X,,,Y,} is an AMS process and f and g are stationary
codings of X and Y, respectively, then

I(X;Y) > I(f; 9).

Proof: This is proved as Corollary 4.2.5 by first approximating f and g by finite-

window stationary codes, applying the result for mutual information (Lemma
2.5.2), and then taking the limit. O
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Chapter 5

Relative Entropy

5.1 Introduction

A variety of information measures have been introduced for finite alphabet ran-
dom variables, vectors, and processes:entropy, mutual information, relative en-
tropy, conditional entropy, and conditional mutual information. All of these
can be expressed in terms of divergence and hence the generalization of these
definitions to infinite alphabets will follow from a general definition of diver-
gence. Many of the properties of generalized information measures will then
follow from those of generalized divergence.

In this chapter we extend the definition and develop the basic properties
of divergence, including the formulas for evaluating divergence as expectations
of information densities and as limits of divergences of finite codings. We also
develop several inequalities for and asymptotic properties of divergence. These
results provide the groundwork needed for generalizing the ergodic theorems of
information theory from finite to standard alphabets. The general definitions
of entropy and information measures originated in the pioneering work of Kol-
mogorov and his colleagues Gelfand, Yaglom, Dobrushin, and Pinsker [45] [90]
[32] [125].

5.2 Divergence
Given a probability space (£2, B, P) (not necessarily with finite alphabet) and
another probability measure M on the same space, define the divergence of P

with respect to M by

D(P||M) :SZPHPHM(Q) :SlflpD(Pflle), (5.1)

where the first supremum is over all finite measurable partitions Q of €2 and the
second is over all finite alphabet measurements on 2. The two forms have the
same interpretation: the divergence is the supremum of the relative entropies

7
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or divergences obtainable by finite alphabet codings of the sample space. The
partition form is perhaps more common when considering divergence per se,
but the measurement or code form is usually more intuitive when considering
entropy and information. This section is devoted to developing the basic proper-
ties of divergence, all of which will yield immediate corollaries for the measures
of information.

The first result is a generalization of the divergence inequality that is a trivial
consequence of the definition and the finite alphabet special case.

Lemma 5.2.1: The Divergence Inequality:

For any two probability measures P and M

D(P|[M) =0

with equality if and only if P = M.
Proof: Given any partition @, Theorem 2.3.1 implies that

P(Q)
Q%P(Q) n 37y 2 °

with equality if and only if P(Q) = M(Q) for all atoms @ of the partition. Since
D(P||Q) is the supremum over all such partitions, it is also nonnegative. It can
be 0 only if P and M assign the same probabilities to all atoms in all partitions
(the supremum is 0 only if the above sum is 0 for all partitions) and hence the
divergence is 0 only if the measures are identical. O

As in the finite alphabet case, Lemma 5.2.1 justifies interpreting divergence
as a form of distance or dissimilarity between two probability measures. It is
not a true distance or metric in the mathematical sense since it is not symmetric
and it does not satisfy the triangle inequality. Since it is nonnegative and equals
zero only if two measures are identical, the divergence is a distortion measure
as considered in information theory [51], which is a generalization of the notion
of distance. This view often provides interpretations of the basic properties of
divergence. We shall develop several relations between the divergence and other
distance measures. The reader is referred to Csiszdr [25] for a development of
the distance-like properties of divergence.

The following two lemmas provide means for computing divergences and
studying their behavior. The first result shows that the supremum can be con-
fined to partitions with atoms in a generating field. This will provide a means
for computing divergences by approximation or limits. The result is due to
Dobrushin and is referred to as Dobrushin’s theorem. The second result shows
that the divergence can be evaluated as the expectation of an entropy density
defined as the logarithm of the Radon-Nikodym derivative of one measure rela-
tive to the other. This result is due to Gelfand, Yaglom, and Perez. The proofs
largely follow the translator’s remarks in Chapter 2 of Pinsker [125] (which in
turn follows Dobrushin [32]).

Lemma 5.2.2: Suppose that (2, B) is a measurable space where B is gen-
erated by a field F, B = o(F). Then if P and M are two probability measures
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on this space,
D(P||M) = sup Hpjjn(Q).
QCF

Proof: From the definition of divergence, the right-hand term above is clearly
less than or equal to the divergence. If P is not absolutely continuous with
respect to M, then we can find a set F' such that M(F) =0 but P(F) # 0 and
hence the divergence is infinite. Approximating this event by a field element Fj
by applying Theorem 1.2.1 simultaneously to M and G will yield a partition
{Fo, F§} for which the right hand side of the previous equation is arbitrarily
large. Hence the lemma holds for this case. Henceforth assume that M >> P.

Fix € > 0 and suppose that a partition @ = {Q1,---,Qk} yields a relative
entropy close to the divergence, that is,

K

Hpm(Q) = ZP(Qi)ln

i=1

> D(P||M) — ¢/2.

We will show that there is a partition, say Q' with atoms in F which has
almost the same relative entropy, which will prove the lemma. First observe that
P(Q)In[P(Q)/M(Q)] is a continuous function of P(Q) and M(Q) in the sense
that given e¢/(2K) there is a sufficiently small 6 > 0 such that if | P(Q)—P(Q")| <
§ and |M(Q) — M(Q")| < 9, then provided M(Q) #0

PQI D~ P@)mid) <

If we can find a partition Q" with atoms in F such that

[P(QF) = P(Q:)] <6, [M(Q;) — M(Qi)| <6, i=1,--, K, (5.2)

then
|Hpya(Q) — Hpu(Q)] < Z|p(Qi)1n ]\1;((%1)) —P(Q)In 1\7(%%'
<K5k =3

and hence
Hp|p(Q') > D(P||M) — e

which will prove the lemma. To find the partition Q' satisfying (5.2), let m be
the mixture measure P/2+ M/2. As in the proof of Lemma 4.2.2, we can find a
partition @' C F such that m(Q;AQ’) < K?v fori=1,2,---, K, which implies
that

and
M(Q;AQ)) <2K%*y; i=1,2,---, K.
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If we now choose v so small that 2K2y < §, then (5.2.2) and hence the lemma
follow from the above and the fact that

|P(F) — P(G)| < P(FAG).O (5.3)

Lemma 5.2.3: Given two probability measures P and M on a common
measurable space (€, B), if P is not absolutely continuous with respect to M,
then

D(P||M) = cc.

If P<< M (eg., if D(P||M) < o0), then the Radon-Nikodym derivative f =
dP/dM exists and

D(P||M) = / In f(w)dP(w) = / F(@)In f(w)dM (w).

The quantity In f (if it exists) is called the entropy density or relative entropy
density of P with respect to M.

Proof: The first statement was shown in the proof of the previous lemma. If
P is not absolutely continuous with respect to M, then there is a set ) such that
M(Q) =0 and P(Q) > 0. The relative entropy for the partition @ = {Q, Q°}
is then infinite, and hence so is the divergence.

Assume that P << M and let f = dP/dM. Suppose that @ is an event for
which M(Q) > 0 and consider the conditional cumulative distribution function
for the real random variable f given that w € Q:

M{f <uiNQ)
Fo(u) = ;u € (—00,00).
Observe that the expectation with respect to this distribution is

En(f1Q) Z/OooudFQ(u) = @/Qf(w) dM(w) = AZ’((Q)).

We also have that

° 1
/0 ulnudFQ(u)]W(Q)/Qf(w)lnf(w)dM(w),

where the existence of the integral is ensured by the fact that wlnwu > —e™!.

Applying Jensen’s inequality to the convex |J function ulnwu yields the in-
equality

1 1 oo
M(Q)/anf(w)dP(w)ZW/Qf(w)lnf(w)dM(w):/o ulnudFg(u)

2[/0 udFQ(u)]ln[/O wdFolu)] = o 11
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We therefore have that for any event @ with M (Q) > 0 that

PQ)
/an f(w)dP(w) > P(Q)In MQ) (5.4)

Now let Q = {Q;} be a finite partition and we have

/1nf Z/ In f(w) dP(w)
> Y /mf ) dP(w ZP %i)),

iP(Q0)#0

where the inequality follows from (5.2.4) since P(Q;) # 0 implies that M (Q;) #
0 since M >> P. This proves that

D(P||M) < / In f(w) dP(w).

To obtain the converse inequality, let g, denote the asymptotically accurate
quantizers of Section 1.6. From (1.6.3)

[1mr@dre) = tim [ g, ) dP),

For fixed n the quantizer ¢, induces a partition of  into 2n2™ + 1 atoms
Q. In particular, there are 2n2™ — 1 “good” atoms such that for w, w’ inside
the atoms we have that |In f(w) — In f(w')| < 2D, The remaining two
atoms group w for which In f(w) > n or In f(w) < —n. Defining the shorthand
P(nf < —n)=P{w: In f(w) < —n}), we have then that

S r@niY - s pu Y

Geo M(Q) good o M(Q)
P(nf >mn) P(In f < —n)
The rightmost two terms above are bounded below as
P(ln f > n) P(In f < —n)

>Plnf>n)nP(lnf>n)+Pllnf<—n)lnP(lnf < —n).

Since P(Inf > n) and P(Inf < —n) — 0 as n — oo and since zlnz — 0 as
z — 0, given € we can choose n large enough to ensure that the above term is
greater than —e. This yields the lower bound

L P@ LP@
Q%P(Q) 00 > ngdQP(Q)l M) ¢
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Fix a good atom @ and define h = sup,eq In f(w) and h = infyeq In f(w)
and note that by definition of the good atoms

h—h<2 (1)

We now have that

and

Combining these we have that

PQ)

P(Q)In M Q)

Therefore P(O) P(O)
QEE:QP(Q) In M Q) > gO%gQP(Q)IHW —€
> > [ nf(w)ydp—2"0"0 —¢
good Q/Q

= / In f(w) dP(w) — 2”1 —¢
wi|In f(w)|<n

Since this is true for arbitrarily large n and arbitrarily small ¢,

D(P||Q) > / In f(w)dP(w),

completing the proof of the lemma. O

It is worthwhile to point out two examples for the previous lemma. If P and
M are discrete measures with corresponding pmf’s p and ¢, than the Radon-
Nikodym derivative is simply dP/dM (w) = p(w)/m(w) and the lemma gives the
known formula for the discrete case. If P and M are both probability measures
on Euclidean space R™ and if both measures are absolutely continuous with
respect to Lebesgue measure, then there exists a density f called a probability
density function or pdf such that

P(F) = /F f(2)dz,
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where dx means dm(x) with m Lebesgue measure. (Lebesgue measure assigns
each set its volume.) Similarly, there is a pdf g for M. In this case,

D(P||M) = /Rn f(z)In g((gdx. (5.5)

The following immediate corollary to the previous lemma provides a formula
that is occasionally useful for computing divergences.
Corollary 5.2.1: Given three probability distributions M >> @ >> P,

then p
D(P||M) =D(P||Q) + Ep(In d_]a)
Proof: From the chain rule for Radon-Nikodym derivatives (e.g., Lemma
5.7.3 of [50])
dP  dP dQ
dM — dQ dM
and taking expectations using the previous lemma yields the corollary. O

The next result is a technical result that shows that given a mapping on
a space, the divergence between the induced distributions can be computed
from the restrictions of the original measures to the sub-o-field induced by
the mapping. As part of the result, the relation between the induced Radon-
Nikodym derivative and the original derivative is made explicit.

Recall that if P is a probability measure on a measurable space (2, B) and
if F is a sub-o-field of B, then the restriction Pr of P to F is the probability
measure on the measurable space (2, F) defined by Pr(G) = P(G), for all
G € F. In other words, we can use either the probability measures on the new
space or the restrictions of the probability measures on the old space to compute
the divergence. This motivates considering the properties of divergences of
restrictions of measures, a useful generality in that it simplifies proofs. The
following lemma can be viewed as a bookkeeping result relating the divergence
and the Radon-Nikodym derivatives in the two spaces.

Lemma 5.2.4: (a) Suppose that M, P are two probability measures on
a space (2,B) and that X is a measurement mapping this space into (4, .A).
Let Px and Mx denote the induced distributions (measures on (A4, .A)) and let
P,(x) and M,(xy denote the restrictions of P and M to o(X), the sub-o-field
of B generated by X. Then

D(Px||Mx) = D(Py(x)||Mo(x))-
If the Radon-Nikodym derivative f = dPx/dMx exists (e.g., the above diver-
gence is finite), then define the function f(X): Q — [0,00) by
dpP
JX)(w) = f(X (@) = 17
then with probability 1 under both M and P
dP,x)

100 = o

(X (w));
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(b) Suppose that P << M. Then for any sub-o-field F of B, we have that

dPr

dP
— = By (—|F).
ity = Pl )

Thus the Radon-Nikodym derivative for the restrictions is just the conditional
expectation of the original Radon-Nikodym derivative.

Proof: The proof is mostly algebra: D(P,(x)|[Ms(x)) is the supremum over
all finite partitions Q with elements in o(X) of the relative entropy Hp 0 1M x) (Q).
Each element Q € Q C o(X) corresponds to a unique set Q' € A via Q =
X~1(Q’) and hence to each Q C o(X) there is a corresponding partition Q' C A.
The corresponding relative entropies are equal, however, since

Hpyiux () = Z Pf(Q')an
QeQ’

-1 /
reQr

= HPa(x)llMa(m (Q).

Taking the supremum over the partitions proves that the divergences are equal.
If the derivative is f = dPx/dMx, then f(X) is measurable since it is a mea-
surable function of a measurable function. In addition, it is measurable with
respect to o(X) since it depends on w only through X (w). For any F € o(X)
there is a G € A such that FF = X~}(G) and

/F F(X) M, x, = /F F(X)dn = /G fdMy

from the change of variables formula (see, e.g., Lemma 4.4.7 of [50]). Thus
[ 130 = Pr(G) = Puo) (X7(G)) = P (P,

which proves that f(X) is indeed the claimed derivative with probability 1 under
M and hence also under P.

The variation quoted in part (b) is proved by direct verification using iterated
expectation. If G € F, then using iterated expectation we have that

/ Bar( G P AMz = [ Bui(1a G 17) dMs

Since the argument of the integrand is F-measurable (see, e.g., Lemma 5.3.1 of
[50]), invoking iterated expectation (e.g., Corollary 5.9.3 of [50]) yields

/EM Loy de—/EM oo |]-‘)
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dP )=
dM
proving that the conditional expectation is the claimed derivative. O

— B(lgo) = P(G) = P(G),

Part (b) of the Lemma was pointed out to the author by Paul Algoet.

Having argued above that restrictions of measures are useful when finding
divergences of random variables, we provide a key trick for treating such restric-
tions.

Lemma 5.2.5: Let M >> P be two measures on a space (£, B). Suppose
that F is a sub-o-field and that Pz and Mgz are the restrictions of P and M to
F Then there is a measure S such that M >> S >> P and

AP dP/dM

dS — dPg/dMs’

dS  dPr
dM ~— dMy’
and
D(P||S) + D(Pr||[M5) = D(P||M). (5.6)

Proof: 1If M >> P, then clearly Mz >> Pz and hence the appropriate
Radon-Nikodym derivatives exist. Define the set function S by

S(F) = / jﬁi dM = / EM )dM,

using part (b) of the previous lemma. Thus M >> S and dS/dM = dPr/dMg.
Observe that for F' € F, iterated expectation implies that

dP

dP
S(F) = Epm(Ep(lp— dM)

dM
= P(F)=Ps(F); FEF

and hence in particular that S(Q) is 1 so that dPz/dMg is integrable and S is
indeed a probability measure on (€2, B8). (In addition, the restriction of S to F
is just Pg.) Define

7)) = En(1p

_ dP/dM
~ dPr/dMgz’

This is well defined since with M probability 1, if the denominator is 0, then
so0 is the numerator. Given F' € B the Radon-Nikodym theorem (e.g., Theorem
5.6.1 of [50]) implies that

dP/dM
dS= |1 —dM 1 dPr/dMzdM = P(F
/Fg S / Fg / Fde/de ’F [ dMF (F),

that is, P << S and
dpP dP/dM

dS ~ dPg/dMs’
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proving the first part of the lemma. The second part follows by direct verifica-
tion:

AP AP dP/dM
pPIM) = [mEgp= [mEZapy [ 2227 4p
(P[[M) /ndM /nde +/ndpjc/cuwf

APy P
— - JR— = . O
/m o dpf+/1n % dP = D(PF||My) + D(P||S)

The two previous lemmas and the divergence inequality immediately yield
the following result for M >> P. If M does not dominate P, then the result is
trivial.

Corollary 5.2.2: Given two measures M, P on a space (2, B) and a sub-o-
field F of B, then
D(P||M) > D(Pr||Mg).

If f is a measurement on the given space, then
D(P|[M) = D(Ps|[My).

The result is obvious for finite fields F or finite alphabet measurements f
from the definition of divergence. The general result for arbitrary measurable
functions could also have been proved by combining the corresponding finite
alphabet result of Corollary 2.3.1 and an approximation technique. As above,
however, we will occasionally get results comparing the divergences of measures
and their restrictions by combining the trick of Lemma 5.2.5 with a result for a
single divergence.

The following corollary follows immediately from Lemma 5.2.2 since the

union of a sequence of asymptotically generating sub-o-fields is a generating
field.

Corollary 5.2.3: Suppose that M, P are probability measures on a mea-
surable space (2, B) and that F,, is an asymptotically generating sequence of
sub-o-fields and let P,, and M,, denote the restrictions of P and M to F,, (e.g.,
P, = Pg,). Then

D(P,|[My) T D(P||M).

There are two useful special cases of the above corollary which follow im-
mediately by specifying a particular sequence of increasing sub-o-fields. The
following two corollaries give these results.

Corollary 5.2.4: Let M, P be two probability measures on a measurable
space (2, B). Suppose that f is an A-valued measurement on the space. Assume
that ¢, : A — A, is a sequence of measurable mappings into finite sets A,, with
the property that the sequence of fields F,, = F(q,(f)) generated by the sets
{g;1(a); a € A,} asymptotically generate o(f). (For example, if the original
space is standard let F,, be a basis and let g, map the points in the :th atom
of F,, into i.) Then

D(Py|[My) = lim D(Fy,5)|[Mq,(s))-
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The corollary states that the divergence between two distributions of a ran-
dom variable can be found as a limit of quantized versions of the random vari-
able. Note that the limit could also be written as

nh—>ngo HPfHMf (QH)-

In the next corollary we consider increasing sequences of random variables
instead of increasing sequences of quantizers, that is, more random variables
(which need not be finite alphabet) instead of ever finer quantizers. The corol-
lary follows immediately from Corollary 5.2.3 and Lemma 5.2.4.

Corollary 5.2.5: Suppose that M and P are measures on the sequence
space corresponding to outcomes of a sequence of random variables X, X1, - - -
with alphabet A. Let F,, = 0(Xp, -, Xn—1), which asymptotically generates
the o-field o(Xo, X1, ). Then

lim D(Pxn||Mx») = D(P||M).
n—oo

We now develop two fundamental inequalities involving entropy densities
and divergence. The first inequality is from Pinsker [125]. The second is an
improvement of an inequality of Pinsker [125] by Csiszdr [24] and Kullback [91].
The second inequality is more useful when the divergence is small. Coupling
these inequalities with the trick of Lemma 5.2.5 provides a simple generalization
of an inequality of [48] and will provide easy proofs of L! convergence results
for entropy and information densities. A key step in the proof involves a notion
of distance between probability measures and is of interest in its own right.
Given two probability measures M, P on a common measurable space (€2, 5),
the variational distance between them is defined by

d(P,M) =sup Y |P(Q) — M(Q)],
Q Qeco

where the supremum is over all finite measurable partitions. We will proceed by
stating first the end goal, the two inequalities involving divergence, as a lemma,
and then state two lemmas giving the basic required properties of the variational
distance. The lemmas will be proved in a different order.

Lemma 5.2.6: Let P and M be two measures on a common probability
space (2, B) with P << M. Let f = dP/dM be the Radon-Nikodym derivative
and let h = In f be the entropy density. Then

DPIIM) < [ [hiap < D(PIIAD) + 2, (5.7)

/ |h|dP < D(P||M) + \/2D(P|[M). (5.8)

Lemma 5.2.7: Given two probability measures M, P on a common mea-
surable space (2, B), the variational distance is given by

d(P,M) =2 sup |P(F) — M(F)|. (5.9)
FeB
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Furthermore, if S is a measure for which P << Sand M << S (S = (P+M)/2,
for example), then also

aP dM

and the supremum in (5.9) is achieved by the set

Fefw: ‘;_?(w) > %(@}.

Lemma 5.2.8

d(P, M) < \/2D(P[[M).

Proof of Lemma 5.2.7: First observe that for any set F' we have for the
partition @ = {F, F°} that

d(P,M) > Y |P(Q) = M(Q)| = 2|P(F) - M(F)|
QeQ

and hence

d(P,M) > 2 sup |P(F) — M(F)|.
FeB

Conversely, suppose that Q is a partition which approximately yields the vari-
ational distance, e.g.,

S IP(Q) - M(Q)] > d(P, M) — ¢

Qe

for e > 0. Define a set F' as the union of all of the @ in Q for which P(Q) > M(Q)
and we have that

> IP(Q) — M(Q)| = P(F) — M(F) + M(F°) — P(F) = 2(P(F) — M(F))
QeQ

and hence
d(P,M) — e < sup 2|P(F) — M(F)|.
FeB
Since € is arbitrary, this proves the first statement of the lemma.
Next suppose that a measure S dominating both P and M exists and define

the set ip M
F={w: @(W) > ﬁ(w)}

and observe that

dP dM dP dM dP dM
/‘ﬁ‘ﬁdS—/F%‘E)dS‘/Fc%‘E”S
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= P(F) = M(F) = (P(F°) = M(F°)) = 2(P(F) = M(F)).

From the definition of F', however,

P()/ ——ds > /—dS M(F)

so that P(F) — M(F) = |P(F) — M(F)|. Thus we have that

/|d—P—ﬂ\dS_2\P( ) — (F)|§221£|P(G)—M(G)I=d(P,M)~

To prove the reverse inequality, assume that Q approximately yields the varia-
tional distance, that is, for € > 0 we have

> IPQ) (Q)| = d(P, M) — .
QeQ
Then
ST PQ - M@ = 3 |/ ) as)
deo deo ds dS
dP dM
< Z/|———|d5:/|—f—|ds
ZJo'ds T ds

which, since € is arbitrary, proves that

dP dM
d(P,M)§/|%—ﬁ|dS

Combining this with the earlier inequality proves (5.10). We have already seen
that this upper bound is actually achieved with the given choice of F', which
completes the proof of the lemma. O

Proof of Lemma 5.2.8: Assume that M >> P since the result is trivial
otherwise because the right-hand side is infinite. The inequality will follow
from the first statement of Lemma 5.2.7 and the following inequality: Given
1>p,m=>0,

- P

— —2(p—m)*>0. (5.11)

p1n£+(1—p)ln
m

To see this, suppose the truth of (5.11). Since F' can be chosen so that 2(P(F') —
M(F)) is arbitrarily close to d(P, M), given ¢ > 0 choose a set F' such that
[2(P(F) — M(F))]? > d(P, M)* — 2¢. Since {F, F°} is a partition,

d(P,M)?

(Pl - 2
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If (5.11) holds, then the right-hand side is bounded below by —e, which proves
the lemma since e is arbitrarily small. To prove (5.11) observe that the left-
hand side equals zero for p = m, has a negative derivative with respect to m
for m < p, and has a positive derivative with respect to m for m > p. (The
derivative with respect to m is (m —p)[1 —4m(1 —m)]/[m(1 —m).) Thus the
left hand side of (5.11) decreases to its minimum value of 0 as m tends to p from
above or below. O

Proof of Lemma 5.2.6: The magnitude entropy density can be written as
|h(w)] = h(w) + 2h(w)™ (5.12)

where a= = —min(a, 0). This inequality immediately gives the trivial left-hand
inequality of (5.7). The right-hand inequality follows from the fact that

/h*dpz/f[lnf]*dM

and the elementary inequality alna > —1/e.
The second inequality will follow from (5.12) if we can show that

2/h_dP < \/2D(P||M).

Let F' denote the set {h < 0} and we have from (5.4) that

and hence using the inequality Inx < x — 1 and Lemma 5.2.7

2/h—dP <2P(F)ln % < 2(M(F) — P(F))

< d(P,M) < +/2D(P||M),
completing the proof. O

Combining Lemmas 5.2.6 and 5.2.5 yields the following corollary, which gen-
eralizes Lemma 2 of [54]:

Corollary 5.2.6: Let P and M be two measures on a space (2, B). Suppose
that F is a sub-o-field and that Pr and Mz are the restrictions of P and M
to F. Assume that M >> P. Define the entropy densities h = IndP/dM and
h = lndP]:/dM]:. Then

2
[ In=w1dp < D(PIIA) ~ D(PAl|Mz) + -, (5.13)

and
[ 1n=wlap < Dirljan-

D(Px||Mg) + \/2D(P||M) — 2D(Px||Mz). (5.14)

Proof: Choose the measure S as in Lemma 5.2.5 and then apply Lemma
5.2.6 with S replacing M. O
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Variational Description of Divergence

As in the discrete case, divergence has a variational characterization that is a
fundamental property for its applications to large deviations theory [143] [31].
We again take a detour to state and prove the property without delving into its
applications.

Suppose now that P and M are two probability measures on a common
probability space, say (2, B), such that M >> P and hence the density

_dpP
- dM
is well defined. Suppose that ® is a real-valued random variable defined on the

same space, which we explicitly require to be finite-valued (it cannot assume oo
as a value) and to have finite cumulant generating function:

f

En(e®) < .

Then we can define a probability measure M? by
o e®
M*(F)= | ———dM 5.15
) /F En(e®) (5.15)

and observe immediately that by construction M >> M® and

dM®  e?
aM N EM(e(b)'

The measure M® is called a “tilted” distribution. Furthermore, by construction
dM®/dM # 0 and hence we can write

f _ f dM*® B B
7 1= [, pey v = [ 4 = PE)

and hence P << M?® and

P f
dM® — e?/Ey(e®)’

We are now ready to state and prove the principal result of this section, a
variational characterization of divergence.
Theorem 5.2.1: Suppose that M >> P. Then

D(P||M) = sup (Ep® —In(Enm(e®))), (5.16)

where the supremum is over all random variables ® for which ® is finite-valued
and e® is M-integrable.

Proof: First consider the random variable ¢ defined by ® = In f and observe
that

Ep® —In(Ey(e?)) = /dPlnf—ln(/de)
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= D(P||M) — 1n/dP = D(P||M).

This proves that the supremum over all ® is no smaller than the divergence. To
prove the other half observe that for any &,

H(P||M) - (Ep® —In Ex(e®)) = Ep (ln dpP/dM ) |

dP/dM®

where M? is the tilted distribution constructed above. Since M >> M?® >> P,
we have from the chain rule for Radon-Nikodym derivatives that

dP
H(P||M) — (Ep® — In Ep(e®)) = Epln T D(P||M®) >0
from the divergence inequality, which completes the proof. Note that equality
holds and the supremum is achieved if and only if M® = P. O

5.3 Conditional Relative Entropy

Lemmas 5.2.4 and 5.2.5 combine with basic properties of conditional probability
in standard spaces to provide an alternative form of Lemma 5.2.5 in terms of
random variables that gives an interesting connection between the densities for
combinations of random variables and those for individual random variables.
The results are collected in Theorem 5.3.1. First, however, several definitions
are required. Let X and Y be random variables with standard alphabets Ax
and Ay and o-fields B4, and Ba,, respectively. Let Pxy and Mxy be two
distributions on (Ax X Ay, Ba, x4, ) and assume that Mxy >> Pxy. Let My
and Py denote the induced marginal distributions, e.g., My (F) = Mxy(Ax X
F). Define the (nonnegative) densities (Radon-Nikodym derivatives):

dPXY f _ dPy
dMxy 'Y~ dMy

fxy =
so that
Pxy(F) = / fxydMxy; F € Bayxay
F
Py(F) :/ fydMy; FEBAy.
F

Note that Mxy >> Pxy implies that My >> Py and hence fy is well defined
if fxy is. Define also the conditional density

fXY(xly){ ) oot fy(y_)>0
1; otherwise .

Suppose now that the entropy density

hy =In fy
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exists and define the conditional entropy density or conditional relative entropy
density by

hx)y =In fx)y.
Again suppose that these densities exist, we (tentatively) define the conditional
relative entropy

Hppu(X[Y) = En fx)y = /dPXY(may) In fxy (zly)

_ / dMxy (2, 9) fxy (2, 9)In fxpy (2ly). (5.17)

if the expectation exists. Note that unlike unconditional relative entropies,
the above definition of conditional relative entropy requires the existence of
densities. Although this is sufficient in many of the applications and is con-
venient for the moment, it is not sufficiently general to handle all the cases
we will encounter. In particular, there will be situations where we wish to de-
fine a conditional relative entropy Hp|ja(X|Y') even though it is not true that
Mxy >> Pxy. Hence at the end of this section we will return to this ques-
tion and provide a general definition that agrees with the current one when the
appropriate densities exist and that shares those properties not requiring the
existence of densities, e.g., the chain rule for relative entropy. An alternative
approach to a general definition for conditional relative entropy can be found in
Algoet [6].

The previous construction immediately yields the following lemma providing
chain rules for densities and relative entropies.

Lemma 5.3.1:
Ixy = fxyy f,
hxy = hx)y + hy,
and hence
D(Pxy||Mxy) = Hpm(X[Y) + D(Py || My), (5.18)

or, equivalently,
HPHM(X7Y>:HP|\M(Y)+HP|\M(X|Y)> (519)

a chain rule for relative entropy analogous to that for ordinary entropy. Thus if
Hp)a(Y) < 0o so that the indeterminate form oo — oo is avoided, then

Hpm(X[Y) = Hp (X, Y) — Hpju (Y).

Since the alphabets are standard, there is a regular version of the conditional
probabilities of X given Y under the distribution Mxy; that is, for each y €
B there is a probability measure Mxy (Fly); F € By for fixed F € Bay
Mx |y (F'ly) is a measurable function of y and such that for all G € Ba,

My (F x G) = E(16(Y) My y (FY)) = /G My v (Fly)dMy ().
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Lemma 5.3.2: Given the previous definitions, define the set B € B to be
the set of y for which

/A Fxiy (2ly)dMy v (aly) = L.

Define Pxy for y € B by

Pay (Fly) = /F Fxy @ly)dMxy (zly); F € Ba

and let Pxy(.ly) be an arbitrary fixed probability measure on (A4, B4) for all
y ¢ B. Then My (B) = 1, Px|y is a regular conditional probability for X given
Y under the distribution Pxy, and

PX|Y << Z\i){ly7 My — a.e.,

that is, My ({y : Pxy (-ly) << Mxy(-ly)}) = 1. Thusif Pxy << Mxy, we can
choose regular conditional probabilities under both distributions so that with
probability one under My the conditional probabilities under P are dominated
by those under M and

dPxy
de‘y

_ dPxy(-ly)
— dMxy (ly)

Proof: Define for each y € B the set function

(z]y) (x) = fX|y(1'|y); x € A

Gy(F) :/FfX|Y(=’C|y)dMX|Y(fU\y); F e Ba.

We shall show that G (F), y € B, F' € B4 is a version of a regular conditional
probability of X given Y under Pxy. First observe using iterated expecta-
tion and the fact that conditional expectations are expectations with respect to
conditional probability measures ([50], Section 5.9) that for any F' € Bp

/F [ /A Fep (@) dM )y (2ly) dMy (y) = B(Lp(Y)E[La(X) fxy [Y])

1
= E(lF(Y)lA(X)b(—Ylfpo) = /1AxF—1{fY>0}fXY dMxy
fy fy

1 1 1
= —1 dp :/—1 dP /—dP,
/Mfy >0y E8X = |y T Y s Y

where the last step follows since since the function being integrated depends only
on Y and hence is measurable with respect to o(Y") and therefore its expectation
can be computed from the restriction of Pxy to o(Y) (see, for example, Lemma
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5.3.1 of [50]) and since Py (fy > 0) = 1. We can compute this last expectation,
however, using My as

1 1
/ —dPy :/ — fydMy :/ dMy = My (F)
rfy rfy F
which yields finally that

/ [ / Fxpy (@ly) dMx )y (xly) dMy (y) = My (F); all F € By,
F JA

If
/ g(y)dMy (y) = / 1dMy (y), all F € By,
F F

however, it must also be true that g = 1 My-a.e. (See, for example, Corollary
5.3.1 of [50].) Thus we have My-a.e. and hence also Py-a.e. that

/A Py (2ly)dMyy (elg)]dMy (y) = 1;

that is, My (B) = 1. For y € B, it follows from the basic properties of integration
that G, is a probability measure on (A,B4) (see Corollary 4.4.3 of [50]).

By construction, Px|y(:ly) << Mxy(-]y) for all y € B and hence this is
true with probability 1 under My and Py . Furthermore, by construction

dPxy (-|y)
dMxy (-|y)

To complete the proof we need only show that Pxy is indeed a version of the
conditional probability of X given Y under Pxy. To do this, fix G € B4 and
observe for any F' € Bp that

/F Py (Gly) dPy () = /F [ /G Tty (aly)dMy v (2ly)] dPy ()

(@) = fxpy (z[y).

= (1] sxiv ) antxy el (o) dai )
F JG
=E[r(Y)fyE[la(X)fx)y|Y] = Eum[lexr fxy],

again using iterated expectation. This immediately yields

/ Pxy(Gly) dPy (y) = / IxvdMxy = / dPxy = Pxy (G x F),

F GxXF GxF

which proves that Pxy(G|y) is a version of the conditional probability of X
given Y under Pxy, thereby completing the proof. O

Theorem 5.3.1: Given the previous definitions with Mxy >> Pxy, define
the distribution Sxy by

Sxr(Px @) = [ My (Flnary (v). (5.20)
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that is, Sxy has Py as marginal distribution for Y and My as the conditional
distribution of X given Y. Then the following statements are true:

1. Mxy >> Sxy >> Pxy.
2. dSXy/dMXY = fy and dpxy/dSXy = fx‘y.

3. D(nyHMxy) = D(Py||My)+D(nyHSxy), and hence D(nyHMxy)
exceeds D(Py||My) by an amount D(Pxy||Sxy) = Hpm(X]Y).

Proof: To apply Lemma 5.2.5 define P = Pxy, M = Mxy, F = o(Y),
P = Pa(Y)7 and M’ = Mg(y). Define S by

for F' € B4 and G € Bg. We begin by showing that S = Sxy. All of the
properties will then follow from Lemma 5.2.5.
For ' € Ba, and G € By,

P,y ( dPU(y)>
S(F x G :/ M) Mgy = B (1 ,
( ) Fxc AMo(y) FXGdMJ(y)

where the expectation is with respect to Mxy. Using Lemma 5.2.4 and iterated
conditional expectation (c.f. Corollary 5.9.3 of [50]) yields

AP,y Py
El1l =FE|1p(X)lg(Y)——(Y
(texo i ) = £ (10160 ZoE)

— £ (1) o (VELRCOI]) = (16 S0 () (1))

/MX‘Y (Fly) 5]\? (Y)dMy (y / Mxy (Fly) dPy (y),

proving that S = Sxy. Thus Lemma 5.5.2 implies that Mxy >> Sxy >>
Pxy, proving the first property.

From Lemma 5.2.4, dP'/dM' = dP,yy/dMyyy = dPy /dMy = fy, proving
the first equality of property 2. This fact and the first property imply the second
equality of property 2 from the chain rule of Radon-Nikodym derivatives. (See,
e.g., Lemma 5.7.3 of [50].) Alternatively, the second equality of the second
property follows from Lemma 5.2.5 since

dPxy _ dPxy [dMxy _ fxy
dSxy  dMxy/dSxy Iy

Corollary 5.2.1 therefore implies that D(Pxy||Mxy) = D(Pxy||Sxy) +
D(Sxy||Mxy), which with Property 2, Lemma 5.2.3, and the definition of
relative entropy rate imply Property 3. O
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It should be observed that it is not necessarily true that D(Pxy||Sxy) >
D(Px||Mx) and hence that D(nyHMxy) Z D(PxHMX) + D(PyHMy) as
one might expect since in general Sx # Mx. These formulas will, however, be
true in the special case where Mxy = Mx x My.

We next turn to an extension and elaboration of the theorem when there
are three random variables instead of two. This will be a crucial generalization
for our later considerations of processes, when the three random variables will
be replaced by the current output, a finite number of previous outputs, and the
infinite past.

Suppose that Mxyz >> Pxyz are two distributions for three standard
alphabet random variables X, Y, and Z taking values in measurable spaces
(Ax,Bay), (Ay,Ba, ), (Az,B4,), respectively. Observe that the absolute con-
tinuity implies absolute continuity for the restrictions, e.g., Mxy >> Pxy and
My >> Py. Define the Radon-Nikodym derivatives fxyz, fyvz, fv, etc. in
the obvious way; for example,

dPxyz

fXYZ = m

Let hxyz, hyz, hy, etc., denote the corresponding relative entropy densities,
e.g.,
hxyz =In fxyz.

Define as previously the conditional densities

fxy

; fX\Y = f—Y7

_ fxvz
fxyyz = oy

the conditional entropy densities

hxyyz =Infxyyz; hxyy =In fxy,

and the conditional relative entropies

Hp||M(X|Y) = E(lnf)qy)
and
Hpm (XY, Z2) = E(In fx|yz).

By construction (or by double use of Lemma 5.3.1) we have the following chain
rules for conditional relative entropy and its densities.
Lemma 5.3.3:

Ixvz = Ixyyzlvizfz,
hxyz =hxyz+hyz+hz,

and hence

HPHM(X7 Y, Z) = HPHM(X|YZ) —+ Hp||M(Y|Z) + Hp”M(Z).
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Corollary 5.3.1: Given a distribution Pxy, suppose that there is a product
distribution Mxy = Mx x My >> Pxy. Then

Mxy >> Px x Py >> Pxy,

dPxy _ fxy _ Ixy
d(Px x Py)  fxfy fx
d(PX Xpy) N

D(PXYHPX X Py) + HP||M(X) = HP”]\/[(X|Y)7

and
D(Px x Py||Mxy) = Hp)nm(X) + Hpjn (Y).

Proof: First apply Theorem 5.3.1 with Mxy = Mx x My. Since Mxy is
a product measure, MX‘Y = Mx and Mxy >> Sxy = Mx x Py >> Pxy
from the theorem. Next we again apply Theorem 5.3.1, but this time the roles
of X and Y in the theorem are reversed and we replace Mxy in the theorem
statement by the current Sxy = Mx X Py and we replace Sxy in the theorem
statement by

Sy (F x G) = /F Sy x (Gla) APy (x) = Py (F)Py(G);

that is, S’xy = Px x Py. We then conclude from the theorem that S%, =
Px x Py >> Pxy, proving the first statement. We now have that

Mxy = Mx x My >> Px X Py >> Pxy

and hence the chain rule for Radon-Nikodym derivatives (e.g., Lemma 5.7.3 of
[50]) implies that

f _ dPXY . dPXY d(PX X Py)
Xy dMXY - d(PX X Py) d(MX X My).

It is straightforward to verify directly that
d(PX ><Py> B dPX dPy

d(Mx x My)  dMy dMy Ixty
and hence iP
_ XY
fxy = APy < Py) Py))fxfya

as claimed. Taking expectations using Lemma 5.2.3 then completes the proof
(as in the proof of Corollary 5.2.1.) O

The lemma provides an interpretation of the product measure Px x Py. This
measure yields independent random variables with the same marginal distribu-
tions as Pxy, which motivates calling Px X Py the independent approximation
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or memoryless approximation to Pxy. The next corollary further enhances this
name by showing that Px X Py is the best such approximation in the sense of
yielding the minimum divergence with respect to the original distribution.

Corollary 5.3.2: Given a distribution Pxy let M denote the class of all
product distributions for XY'; that is, if Mxy € M, then Mxy = Mx x My.
Then

inf D(P M = D(P P Py).
ot (Pxy||[Mxy) (Pxy||Px x Py)

Proof: We need only consider those M yielding finite divergence (since if

there are none, both sides of the formula are infinite and the corollary is trivially
true). Then

D(nyHMxy) = D(PXYHPX X Py) —|—D(PX X Py”Mxy)

Z D(PXYHPX X Py)

with equality if and only if D(Px x Py||Mxy) = 0, which it will be if Mxy =
Px x Py. O

Recall that given random variables (X,Y, Z) with distribution Mxy 7, then
X — Y — Z is a Markov chain (with respect to Mxyz) if for any event
F € B4, with probability one

Mzyx (Fly,z) = Mzyy (Fly).

If this holds, we also say that X and Z are conditionally independent given Y.
Equivalently, if we define the distribution My, zy by

Mx 7y (Fx x Fz x Fy) :/ Mxy (Fx|y)Mzy (Fz|y)dMy (y);
Fy

FX GBAX; FZ EBAZ; Fy EBAY;

then Z — Y — X is a Markov chain if Mx, 7y = Mxyz. (See Section 5.10 of
[50].) This construction shows that a Markov chain is symmetric in the sense
that X - Y — Zifand only if Z - YV — X.

Note that for any measure Mxyz, X — Y — Z is a Markov chain under
Mx « 7|y by construction.

The following corollary highlights special properties of the various densities
and relative entropies when the dominating measure is a Markov chain. It will
lead to the idea of a Markov approximation to an arbitrary distribution on
triples extending the independent approximation of the previous corollary.

Corollary 5.3.3: Given a probability space, suppose that Mxyz >> Pxyz
are two distributions for a random vector (X,Y, Z) with the property that Z —
Y — X forms a Markov chain under M. Then

Mxyz >> Pxxz)y >> Pxyz

and
dPxyz  [x|vz

= 5.21
dPxxziy  fxiy (5:21)
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dPxxz|y

= . 5.22
M xyy frzfx|y (5.22)
Thus P
n—-XYZ =h
n APy 2y + x|y X|YZ
dPx 7y
In——————=h h
n dMxy vz + hx|y
and taking expectations yields
D(Pxyz||Pxxzy) + Hpm(X|Y) = Hpm (XY Z) (5.23)
D(Pxxzy|IMxyz) = D(Pyz||Myz) + Hpu(X[|Y). (5.24)
Furthermore,
Pxwziy = PxjyPrz, (5.25)
that is,
Pxyziy(Fx x Fz x Fy) = / Pxy (Fx|y)dPzy (2,y)- (5.26)
Fy ><FZ

Lastly, if Z — Y — X is a Markov chain under M, then it is also a Markov
chain under P if and only if

hxy =hxyyz (5.27)

in which case

Hpm(XY) = Hpm(X[Y Z). (5.28)
Proof: Define

glz,y,z) = fX\YZ($|yaZ) _ fxvz(x,y,z)  fyv(y)
'Y Ixy (zly) fyz(y,2)  fxy(z,y)

and simplify notation by defining the measure @ = Pxyzy. Note that Z —
Y — X is a Markov chain with respect to (). To prove the first statement of
the Corollary requires proving the following relation:

Pxyz(Fx x Fy x Fz) :/ 9dQ;
FX XFyXFZ
all Fix € Ba,,Fz € Ba,,Fy € Ba, .
From iterated expectation with respect to @ (e.g., Section 5.9 of [50])

:/1Fy(y)1Fz(Z)(/F 9(337%2)05@)(\1/2(33\%2))dQYZ(y,Z)-
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Since Qyz = Pyz and Qx|yz = Px|y Q-a.e. by construction, the previous
formula implies that

/ gdQ = dPYZ/ 9dPx\y.
Fx xXFy xFz Fy xXFyz Fx

This proves (5.25. Since Mxyz >> Pxyyz, we also have that Mxy >> Pxy
and hence application of Theorem 5.3.1 yields

/ gdQ = dPYZ/ 9fxydMxy
FXxFyXFZ FyXFZ FX

:/ dPy z IxyyzdMxy.
FyXFZ FX

By assumption, however, My|y = Mx|yz a.e. and therefore

/ gdQ = dPYZ/ Ixiyz dMx|yz
Fx xFy xFz Fy xFz Fx

= / dPy z dPx|yz = Pxyz(Fx x Fy x Fz),
FyXFZ FX

where the final step follows from iterated expectation. This proves (5.21 and
that Q >> Pxvyy.
To prove (5.22) we proceed in a similar manner and replace g by fxy fzy

and replace @ by Mxyz = Mxxy|z. Also abbreviate Pxy|z to P. As in the
proof of (5.21) we have since Z — Y — X is a Markov chain under M that

/ gdQ = dMYZ/ gdMxy
Fx xFy xFy Fy xFz Fx

:/ fzy dMy z ( Ixyy dMX|Y) :/ dPy 7 ( x|y dMX|Y) :
Fy xXFy Fx Fy xFz Fx

From Theorem 5.3.1 this is
/ Pxy(Fxly)dPyz.
FyXFZ

But Pyy = pyz and
Pxy(Fxly) = [:)X|Y(FX|y) = PX|YZ(FX|ZUZ)

since P yields a Markov chain. Thus the previous formula is P(F x X Fy X Fz),
proving (5.22) and the corresponding absolute continuity.
If Z —-Y — X is a Markov chain under both M and P, then Px,zy =
Pxvy 7 and hence
dPxyz 1= Ixivz
dPx 7y fxyy
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which implies (5.27). Conversely, if (5.27) holds, then fx|yz = fx|y which with
(5.21) implies that Pxyz = Pxxz|y, proving that Z — Y — X is a Markov
chain under P. O

The previous corollary and one of the constructions used will prove important
later and hence it is emphasized now with a definition and another corollary
giving an interesting interpretation.

Given a distribution Pxyz, define the distribution Px 7y as the Markov
approzimation to Pxyz. Abbreviate Py, zjy to P. The definition has two
motivations. First, the distribution P makes Z — Y — X a Markov chain
which has the same initial distribution sz = Pyy and the same conditional
distribution PX‘Y = Px|y, the only difference is that p yields a Markov chain,

that is, PX‘ 2y = PX|y The second motivation is the following corollary which

shows that of all Markov distributions, P is the closest to P in the sense of
minimizing the divergence.

Corollary 5.3.4: Given a distribution P = Pxyz, let M denote the class
of all distributions for XY Z for which Z — Y — X is a Markov chain under
Mxyz (Mxyz = Mxxz)y). Then

nglzfeM D(Pxyz||Mxyz) = D(Pxyz||Pxxzy);
that is, the infimum is a minimum and it is achieved by the Markov approxi-
mation.

Proof: If no Mxyz in the constraint set satisfies Mxyz >> Pxyyz, then
both sides of the above equation are infinite. Hence confine interest to the case
Mxyz >> Pxyz. Similarly, if all such Mxy 7z yield an infinite divergence, we
are done. Hence we also consider only Mxy z yielding finite divergence. Then
the previous corollary implies that Mxyz >> Px zly >> Pxyz and hence

D(Pxyz||[Mxyz) = D(Pxyz||[Pxxzy) + D(Pxxzy||Mxyz)
> D(Pxyz||Pxxz|y)
with equality if and only if
D(Pxyxzv||Mxyz) = D(Pyz||Myz) + Hpp(X]Y) = 0.

But this will be zero if M is the Markov approximation to P since then My z =
Py z and Mx|y = Px|y by construction. O

Generalized Conditional Relative Entropy

We now return to the issue of providing a general definition of conditional
relative entropy, that is, one which does not require the existence of the densities
or, equivalently, the absolute continuity of the underlying measures. We require,
however, that the general definition reduce to that considered thus far when the
densities exist so that all of the results of this section will remain valid when
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applicable. The general definition takes advantage of the basic construction of
the early part of this section. Once again let Mxy and Pxy be two measures,
where we no longer assume that Mxy >> Pxy. Define as in Theorem 5.3.1
the modified measure Sxy by

Sxr(Px @) = [ My (Flapy v): (5.29)

that is, Sxy has the same Y marginal as Pyxy and the same conditional distri-
bution of X given Y as Mxy. We now replace the previous definition by the
following: The conditional relative entropy is defined by

Hpm(XY) = D(Pxy||Sxy)- (5.30)

If Mxy >> Pxy as before, then from Theorem 5.3.1 this is the same quantity
as the original definition and there is no change. The divergence of (5.30),
however, is well-defined even if it is not true that Mxy >> Pxy and hence
the densities used in the original definition do not work. The key question is
whether or not the chain rule

Hpm(Y) + Hpyu (X[Y) = Hpyja (XY) (5.31)

remains valid in the more general setting. It has already been proven in the case
that Mxy >> Pxy, hence suppose this does not hold. In this case, if it is also
true that My >> Py does not hold, then both the marginal and joint relative
entropies will be infinite and (5.31) again must hold since the conditional relative
entropy is nonnegative. Thus we need only show that the formula holds for the
case where My >> Py but it is not true that Mxy >> Pxy. By assumption
there must be an event F' for which

Mxy (F) = /MX\Y(Fy)dMY(y) =0
but

Pav(F) = [ Pav(F) dPr() £0,
where Fy = {(z,y) : (z,y) € F'} is the section of I' at F},. Thus Mxy(F,) =0
My -a.e. and hence also Py-a.e. since My >> Py. Thus

Sxy(F) = /MX|Y(Fy)dPY(y) =0
and hence it is not true that Sxy >> Pxy and therefore

D(Pxy||Sxy) = oo,

which proves that the chain rule holds in the general case.
It can happen that Pxy is not absolutely continuous with respect to Mxy,
and yet D(Pxy||Sxy) < oo and hence Pxy << Sxy and hence

dSxy’

Hpyu(X[Y) = /dPXy In



104 CHAPTER 5. RELATIVE ENTROPY

in which case it makes sense to define the conditional density

Xy = dSxy

so that exactly as in the original tentative definition in terms of densities (5.17)
we have that

Hp|m(X]Y) :/dPXYlan|Y-

Note that this allows us to define a meaningful conditional density even though
the joint density fxy does not exist! If the joint density does exist, then the
conditional density reduces to the previous definition from Theorem 5.3.1.

We summarize the generalization in the following theorem.

Theorem 5.3.2 The conditional relative entropy defined by (5.30) and
(5.29) agrees with the definition (5.17) in terms of densities and satisfies the
chain rule (5.31). If the conditional relative entropy is finite, then

Hp|m(X]Y) :/dpxylﬂfxwa

where the conditional density is defined by

foy = Pxy
Xy = dSXY

If Mxy >> Pxy, then this reduces to the usual definition

fxy

Ixyy = o

The generalizations can be extended to three or more random variables in the
obvious manner.

5.4 Limiting Entropy Densities

We now combine several of the results of the previous section to obtain results
characterizing the limits of certain relative entropy densities.

Lemma 5.4.1: Given a probability space (2,B) and an asymptotically
generating sequence of sub-o-fields F,, and two measures M >> P, let P, =
Pr , M, = Mg, and let h, = IndP,/dM, and h = IndP/dM denote the
entropy densities. If D(P||M) < oo, then

lim [ |h, —h|dP =0,

n—oo

that is, h, — h in L'. Thus the entropy densities h,, are uniformly integrable.
Proof: Follows from the Corollaries 5.2.3 and 5.2.6. O
The following lemma is Lemma 1 of Algoet and Cover [7].
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Lemma 5.4.2: Given a sequence of nonnegative random variables {f,}
defined on a probability space (2, B, P), suppose that

E(fn) <1; alln.

Then 1
limsup — In f,, <0.
n

n—oo

Proof: Given any € > 0 the Markov inequality and the given assumption imply

that
P(f, >e™) < Elfn) <e "

ene
We therefore have that )
P(=lnf,>¢) <e "
n
and therefore
iP(llnfn >e) < ie‘"e _
n=1 n B B n=1 ee—l

Thus from the Borel-Cantelli lemma (Lemma 4.6.3 of [50]), P(n=th, > €i.0.)
= 0. Since € is arbitrary, the lemma is proved. O

< 00,

The lemma easily gives the first half of the following result, which is also
due to Algoet and Cover [7], but the proof is different here and does not use
martingale theory. The result is the generalization of Lemma 2.7.1.

Theorem 5.4.1: Given a probability space (2,8) and an asymptotically
generating sequence of sub-o-fields F,,, let M and P be two probability measures
with their restrictions M,, = M, and P, = Pr,. Suppose that M, >> P, for
all n and define f,, = dP,/dM,, and h,, = 1n f,,. Then

1
limsup —h,, <0,M — a.e.
n—oo N
and 1
liminf —h, >0,P — a.e..

n—oo N

If it is also true that M >> P (e.g., D(P||M) < o), then

1
lim —h, =0,P — a.e..
n—oo N,
Proof: Since
Enfrn = Em, fn =1,

the first statement follows from the previous lemma. To prove the second state-
ment consider the probability

1. dP, 1 —ne
P(—zlnﬁ>€)—Pn(_alnfn>6)_Pn(fn<e )

n
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- / dp, = / f dM,
fn<e—ne fn<e—ne

< e_"e/ dM, = e "M, (f, <e™ ™) <e "
fn<67”6
Thus it has been shown that
1 _
P(—h, < —€) <e "€
n
and hence again applying the Borel-Cantelli lemma we have that
P(n'h, < —€io0.) =0

which proves the second claim of the theorem.
If M >> P, then the first result also holds P-a.e., which with the second
result proves the final claim. O

Barron [9] provides an additional property of the sequence h,,/n. If M >> P,
then the sequence h,/n is dominated by an integrable function.

5.5 Information for General Alphabets

We can now use the divergence results of the previous sections to generalize the
definitions of information and to develop their basic properties. We assume now
that all random variables and processes are defined on a common underlying
probability space (2, B, P). As we have seen how all of the various information
quantities—entropy, mutual information, conditional mutual information—can be
expressed in terms of divergence in the finite case, we immediately have defi-
nitions for the general case. Given two random variables X and Y, define the
average mutual information between them by

I(X,Y) = D(PXYHPX X Py), (532)

where Pxy is the joint distribution of the random variables X and Y and
Px x Py is the product distribution.
Define the entropy of a single random variable X by

H(X)=1(X;X). (5.33)
From the definition of divergence this implies that

I(X;Y) = Sup Hpy||pxxpy (Q)-

From Dobrushin’s theorem (Lemma 5.2.2), the supremum can be taken over
partitions whose elements are contained in generating field. Letting the gen-
erating field be the field of all rectangles of the form F' x G, F' € Ba, and
G € Ba,, we have the following lemma which is often used as a definition for
mutual information.
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Lemma 5.5.1:
I(X;Y) = S;lgl(q(X); r(Y)),
where the supremum is over all quantizers ¢ and r of Ax and Ay. Hence there
exist sequences of increasingly fine quantizers g, : Ax — A, and r, : Ay — B,
such that
I(X; Y) = lim I(Qn(X); Tn(Y))

n—oo

Applying this result to entropy we have that

H(X) =St;pH(q(X))7

where the supremum is over all quantizers.

By “increasingly fine” quantizers is meant that the corresponding partitions
9, = {g,'(a); a € A,} are successive refinements, e.g., atoms in Q,, are unions
of atoms in Q,1. (If this were not so, a new quantizer could be defined for
which it was true.) There is an important drawback to the lemma (which will
shortly be removed in Lemma 5.5.5 for the special case where the alphabets
are standard): the quantizers which approach the suprema may depend on the
underlying measure Pxy. In particular, a sequence of quantizers which work
for one measure need not work for another.

Given a third random variable Z, let Ax, Ay, and Az denote the alphabets
of X, Y and Z and define the conditional average mutual information

I(X;Y|Z) = D(Pxyz||Pxxv|z)- (5.34)

This is the extension of the discrete alphabet definition of (2.25) and it makes
sense only if the distribution Py ,y|z exists, which is the case if the alphabets
are standard but may not be the case otherwise. We shall later provide an
alternative definition due to Wyner [152] that is valid more generally and equal
to the above when the spaces are standard.

Note that I(X;Y|Z) can be interpreted using Corollary 5.3.4 as the diver-
gence between Pxyz and its Markov approximation.

Combining these definitions with Lemma 5.2.1 yields the following general-
izations of the discrete alphabet results.

Lemma 5.5.2: Given two random variables X and Y, then
I(X;Y)>0

with equality if and only if X and Y are independent. Given three random
variables X, Y, and Z, then

I(X;Y]|Z2) >0

with equality if and only if Y — Z — X form a Markov chain.
Proof: The first statement follow from Lemma 5.2.1 since X and Y are
independent if and only if Pxy = Px X Py. The second statement follows
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from (5.5.3) and the fact that Y — Z — X is a Markov chain if and only if
Pxyz = Pxxy|z (see, e.g., Corollary 5.10.1 of [50]). O

The properties of divergence provide means of computing and approximating
these information measures. From Lemma 5.2.3, if I(X;Y) is finite, then

dPxy
I(X;Y)= [ In—Y __4p .
( ! ) / n d(PX X Py) XY (5 35)
and if I(X;Y|Z) is finite, then
dp
I(X;Y|Z) = /mﬂdpxyz. (5.36)
dPxxy|z

For example, if X,Y are two random variables whose distribution is abso-
lutely continuous with respect to Lebesgue measure dxdy and hence which have
a pdf fxy(z,y) = dPxy(vy)/dxdy, then

I(X;Y) = /dﬂcdyfxy(xy) IHM

where fx and fy are the marginal pdf’s, e.g.,

fX(l’):/fxy(x,y)dy— e

In the cases where these densities exist, we define the information densities

ixey = In XY
XY TPy x Py)

(5.37)

ixiyiz = In XYz
’ dPx vz

The results of Section 5.3 can be used to provide conditions under which the
various information densities exist and to relate them to each other. Corollaries
5.3.1 and 5.3.2 combined with the definition of mutual information immediately
yield the following two results.

Lemma 5.5.3: Let X and Y be standard alphabet random variables with
distribution Pxy. Suppose that there exists a product distribution Mxy =
Mx x My such that Mxy >> Pxy. Then

Mxy >> Px x Py >> Pxy,

ix;yy = In(fxv/fxfv)=W(fxy/fx)

and
I(X;Y) + Hpym(X) = Hpm (X]Y). (5.38)
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Comment: This generalizes the fact that I(X;Y) = H(X)— H(X|Y) for the
finite alphabet case. The sign reversal results from the difference in definitions
of relative entropy and entropy. Note that this implies that unlike ordinary
entropy, relative entropy is increased by conditioning, at least when the reference
measure is a product measure.

The previous lemma provides an apparently more general test for the exis-
tence of a mutual information density than the requirement that Px x Py >>
Pxv, it states that if Pyy is dominated by any product measure, then it is also
dominated by the product of its own marginals and hence the densities exist.
The generality is only apparent, however, as the given condition implies from
Corollary 5.3.1 that the distribution is dominated by its independent approx-
imation. Restating Corollary 5.3.1 in terms of mutual information yields the
following.

Corollary 5.5.1: Given a distribution Pxy let M denote the collection of
all product distributions Mxy = Mx x My. Then

I(X;Y)= inf H X|Y)= inf D(P Mxy).
(X;Y) = inf  Hpyn(X[Y) = inf & D(Pxy||Mxy)

The next result is an extension of Lemma 5.5.3 to conditional information
densities and relative entropy densities when three random variables are con-
sidered. It follows immediately from Corollary 5.3.3 and the definition of con-
ditional information density.

Lemma 5.5.4: (The chain rule for relative entropy densities) Suppose that
Mxyz >> Pxyyz are two distributions for three standard alphabet random
variables and that Z — Y — X is a Markov chain under Mxyz. Let fx|yz,
fx‘y, h)ﬂyz, and hx|y be as in Section 5.3. Then PXXZ\Y >> PXYZ7

hxyyz =ix.z)y +hxyy (5.39)
and
Hp (XY, 2) = I(X; Z|Y) + Hp| (X Y). (5.40)

Thus, for example,
Hpm(X|Y, Z) > Hpjn (X]Y).

As with Corollary 5.5.1, the lemma implies a variational description of con-
ditional mutual information. The result is just a restatement of Corollary 5.3.4.

Corollary 5.5.2: Given a distribution Pxyz let M denote the class of all
distributions for XY Z under which Z — Y — X is a Markov chain, then
I(X;Z)Y)= inf H X|Y,Z)= inf D(P M ,
(X;Z|Y) M pIm (XY, Z) R (Pxvz||Mxyz)
and the minimum is achieved by Mxyz = Pxxz|y-

The following Corollary relates the information densities of the various in-
formation measures and extends Kolmogorov’s equality to standard alphabets.
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Corollary 5.5.3: (The chain rule for information densities and Kolmogorov’s
formula.) Suppose that X,Y, and Z are random variables with standard al-
phabets and distribution Pxyz. Suppose also that there exists a distribution
Mxvyz = Mx x Myz such that Mxyz >> Pxyz. (This is true, for example,
if Px x Pyz >> Pxyz.) Then the information densities ix,z|y, ix,y, and
ix;(yz) exist and are related by

ix;zly tix;y =ix,(v,2) (5.41)

and
I(X;Z)Y)+1(X;Y) =1(X; (Y, 2)). (5.42)

Proof: If Mxyz = Mx XMy z,then Z — Y — X is trivially a Markov chain
since Mx|yz = Mx|y = Mx. Thus the previous lemma can be applied to this
Mxy z to conclude that Py 7|y >> Pxyz and that (5.39) holds. We also have
that Mxy = Mx X My >> Pxy. Thus all of the densities exist. Applying
Lemma 5.5.3 to the product measures Mxy = My X My and Mxyz) =
MX X MYZ in (539) yields

ix,zly = hxjyyz —hx)yy =In fxjyz —In fx|y

Ix|yz Ixiy . .
=In —1In =1X;YyzZ —IX;Y-
[x fx

Taking expectations completes the proof. O

The previous Corollary implies that if Px x Pyz >> Pxyyz, then also
Pxyxzly >> Pxyz and Px X Py >> Pxy and hence that the existence of
ix;(y,z) implies that of ix,z|y and ix.y. The following result provides a con-
verse to this fact: the existence of the latter two densities implies that of the
first. The result is due to Dobrushin [32]. (See also Theorem 3.6.1 of Pinsker
[125] and the translator’s comments.)

Corollary 5.5.4: If Pxyz)y >> Pxyz and Px x Py >> Pxy, then also
Px x Py >> Pxyz and

dPxyz ~ dPxy

d(PXxPyz) d(PXxPy)'

Thus the conclusions of Corollary 5.5.3 hold.
Proof: The key to the proof is the demonstration that

dPxy —_ dPxxzy (5.43)
d(PXxPy) d(PXXPyz)7 '

which implies that Px X Py z >> Px z)y. Since it is assumed that Px 7|y >>
Pxvyz, the result then follows from the chain rule for Radon-Nikodym deriva-
tives.
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Eq. (5.43) will be proved if it is shown that for all Fx € Ba,, Fy € Ba,,
and Fz € Ba,,

dP
Pxyziy(Fx x Fz x Fy) = / XY d(Px x Pyz). (5.44)

F}(XFZxFY d(PX X PY)

The thrust of the proof is the demonstration that for any measurable nonnega-
tive function f(x, z)

/  Jwn) Py x Py

- / F(2,9)Pay (F2ly)d(Px x P (x,3). (5.45)

The lemma will then follow by substituting

Py ()1 @)1 )

T = T

into (5.45) to obtain (5.44).

To prove (5.45) first consider indicator functions of rectangles: f(x,y) =
1py (x)1p, (y). Then both sides of (5.45) equal Px (Fx )Py z(Fy x Fy) from the
definitions of conditional probability and product measures. In particular, from
Lemma 5.10.1 of [50] the left-hand side is

/ Ui (2) 15y () d(Px % Pyz)(w,y, 2)
z€Fz7

= (/ 1dePX>(/ lpy xF, APy z) = Px (F)Pyz(Fy x Fy)

and the right-hand side is

/1FX ()1ry (y) Pzy (Fzly) d(Px x Py)(x,y)

— ([ tec(e)dPx@)( [ 15, )Py (Faly) Py ()
= Px(F)Pyz(Fy x Fz),

as claimed. This implies (5.45) holds also for simple functions and hence also
for positive functions by the usual approximation arguments. O

Note that Kolmogorov’s formula (5.40) gives a formula for computing con-
ditional mutual information as

I(X; 2]Y) = I(X5(Y, 2)) = [(X;Y),

The formula is only useful if it is not indeterminate, that is, not of the form co—
oo. This will be the case if I(Y; Z) (the smaller of the two mutual informations)
is finite.
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Corollary 5.2.5 provides a means of approximating mutual information by
that of finite alphabet random variables. Assume now that the random variables
X,Y have standard alphabets. For, say, random variable X with alphabet Ax
there must then be an asymptotically generating sequence of finite fields Fx (n)
with atoms Ax (n), that is, all of the members of Fx (n) can be written as unions
of disjoint sets in Ax (n) and Fx(n) T Bay; that is, Bay, = o(U,, Fx(n)). The
atoms Ax (n) form a partition of the alphabet of X.

Consider the divergence result of Corollary 5.2.5. with P = Pxy, M =
Px x Py and quantizer ¢(™ (z,y) = (qg?) (z), q§,n) (y)). Consider the limit n — oo.
Since Fx (n) asymptotically generates B4, and Fy (n) asymptotically generates
Ba, and since the pair o-field Ba, x4, is generated by rectangles, the field
generated by all sets of the form Fx x Fy with Fx € Fx(n), some n, and
Fy € Fy(m), some m, generates B4, xa,. Hence Corollary 5.2.5 yields the
first result of the following lemma. The second is a special case of the first. The
result shows that the quantizers of Lemma 5.5.1 can be chosen in a manner not
depending on the underlying measure if the alphabets are standard.

Lemma 5.5.5: Suppose that X and Y are random variables with standard
alphabets defined on a common probability space. Suppose that qg?), n =
1,2, - - is a sequence of quantizers for Ay such that the corresponding partitions
asymptotically generate B4, . Define quantizers for Y similarly. Then for any
distribution Pxy

I(X:;Y) = lim I(¢{)(X);a" (V)

n—oo

and

that is, the same quantizer sequence works for all distributions.
An immediate application of the lemma is the extension of the convexity
properties of Lemma 2.5.4 to standard alphabets.

Corollary 5.5.5: Let p denote a distribution on a space (Ax,Ba, ), and
let v be a regular conditional distribution v(F|z) = Pr(Y € F|X =z), x € Ax,
F € Ba, . Let uv denote the resulting joint distribution. Let I, = I,,,(X;Y)
be the average mutual information. Then I, is a convex |J function of v and
a convex [ function of u.

Proof: Follows immediately from Lemma 5.5.5 and the finite alphabet result
Lemma 2.5.4. O

Next consider the mutual information I(f(X),g(Y)) for arbitrary measur-
able mappings f and g of X and Y. From Lemma 5.5.2 applied to the random
variables f(X) and ¢(Y'), this mutual information can be approximated arbi-
trarily closely by I(q1(f(X));q2(g9(Y"))) by an appropriate choice of quantizers
q1 and ¢o. Since the composition of ¢; and f constitutes a finite quantization
of X and similarly ¢og is a quantizer for Y, we must have that

I(f(X);9(Y)) = (1 (f(X)); q2(9(Y)) < I(X;Y).

Making this precise yields the following corollary.
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Corollary 5.5.6: If f is a measurable function of X and g is a measurable
function of Y, then
I(f(X),9(Y)) < I(X;Y).

The corollary states that mutual information is reduced by any measurable
mapping, whether finite or not. For practice we point out another proof of
this basic result that directly applies a property of divergence. Let P = Pxy,
M = Px X Py, and define the mapping r(z,y) = (f(x),9(y)). Then from
Corollary 5.2.2 we have

I(X;Y) = D(P||M) > D(P,||M,) > D(Ps(x),q) || M(x),q(v))-

But My (x),4(v) = Pr(x) X Py(y) since
Myxy.g(v)(Fx X Fz) = L(Fx) mg Fy)

= Px(f7H(Fx)) x Pr(g7' (Fy)) = Prx)(Fx) X Pygyy (Fy).
Thus the previous inequality yields the corollary. O

For the remainder of this section we focus on conditional entropy and infor-
mation.

Although we cannot express mutual information as a difference of ordinary
entropies in the general case (since the entropies of nondiscrete random variables
are generally infinite), we can obtain such a representation in the case where one
of the two variables is discrete. Suppose we are given a joint distribution Pxy
and that X is discrete. We can choose a version of the conditional probability
given Y so that px|y(z|y) = P(X = z|Y = y) is a valid pmf (considered as a
function of z for fixed y) with Py probability 1. (This follows from Corollary
5.8.1 of [50] since the alphabet of X is discrete; the alphabet of Y need not be
even standard.) Define

H(X|)Y =y) = P x|y)l
| 2y (@ly) G

and
HX|Y) = [ HOXY =) dPy ().

Note that this agrees with the formula of Section 2.5 in the case that both
alphabets are finite. The following result is due to Wyner [152].

Lemma 5.5.6: If XY are random variables and X has a finite alphabet,
then

I(X;Y)=H(X)- H(XIY).

Proof: We first claim that px|y (z|y)/px () is a version of dPxy /d(Px x Py ).
To see this observe that for F' € B(Ax x Ay), letting F, denote the section
{z : (z,y) € F'} we have that

/pry—(xly)d Px x Py) /Z pX|Y x|y px (z)dPy (y)

px (SL‘) el
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= [P 3 pxivGaly) = [ APy @)Px (Bly) = Py (F).

TzeFy
Thus

I(X;Y) = /m(z%g)y)) dPxy

=100 + [ aPv) Y iy (aly) lpy ). O

We now wish to study the effects of quantizing on conditional information.
As discussed in Section 2.5, it is not true that I(X;Y|Z) is always greater than
I(f(X);q(Y)|r(Z)) and hence that I(X;Y|Z) can be written as a supremum
over all quantizers and hence the definition of (5.34) and the formula (5.36)
do not have the intuitive counterpart of a limit of informations of quantized
values. We now consider an alternative (and more general) definition of condi-
tional mutual information due to Wyner [152]. The definition has the form of a
supremum over quantizers and does not require the existence of the probability
measure Py,y|z and hence makes sense for alphabets that are not standard.
Given Pxyz and any finite measurements f and g on X and Y, we can choose
a version of the conditional probability given Z = z so that

pz(a,b) =Pr(f(X)=a,9(Y)=b|Z =z)

is a valid pmf with probability 1 (since the alphabets of f and g are finite and
hence standard a regular conditional probability exists from Corollary 5.8.1 of
[50]). For such finite measurements we can define

a, pz(a b)
I(F(X);9(¥)|Z = 2) = ZZA;p S @ b Sy e )

that is, the ordinary discrete average mutual information with respect to the
distribution p,.

Lemma 5.5.7: Define

I(X:Y12) =sup [ dPLIF(X):9(Y)|Z = 2)
f.9

where the supremum is over all quantizers. Then there exist sequences of quan-
tizers (as in Lemma 5.5.5) such that

I'X;Y|Z) = hm I'(gm(X);rm(Y)|2).

I’ satisfies Kolmogorov’s formula, that is,
I'X;Y|Z) =1((X,2);Y) - I(Y; Z).
If the alphabets are standard, then

I(X;Y|2) = I'(X;Y]|2).
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Comment: The main point here is that conditional mutual information can
be expressed as a supremum or limit of quantizers. The other results simply
point out that the two conditional mutual informations have the same relation
to ordinary mutual information and are (therefore) equal when both are defined.
The proof follows Wyner [152].

Proof: First observe that for any quantizers ¢ and r of Ay and A, we have
from the usual properties of mutual information that

Iq(f(X));r(9(Y)Z = 2) < I(f(X);9(Y)|Z = 2)

and hence integrating we have that

I'(q(f(X)):r(9(Y))2) = /I(Q(f(X));r(g(Y))\Z =2)dPz(z)  (5.46)

< [ 100912 = 2) dPe()
and hence taking the supremum over all ¢ and r to get I'(f(X); g(Y)|Z) yields
I(i9012) = [ I0X390|Z =2)dPa(z). (a7
so that (5.46) becomes
I'(q(f(X));r(g(Y)I2) < I'(f(X);9(Y)]2) (5.48)
for any quantizers ¢ and r and the definition of I’ can be expressed as

I'(X;Y|Z) =sup I'(f(X); 9(Y)|2), (5.49)

f.9

where the supremum is over all quantizers f and g. This proves the first part of
the lemma since the supremum can be approached by a sequence of quantizers.
Next observe that

I'(F(X);g(Y)|2) = / I(f(X):4(Y)|Z = 2) dPy(2)

= H(g(Y)|Z) — H(g(Y)|f(X), 2).
Since we have from Lemma 5.5.6 that
I(g(Y); Z) = H(g(Y)) — H(9(Y)|Z),
we have by adding these equations and again using Lemma 5.5.6 that
Hg(Y): 2)+ I'(f(X):9(Y)|Z) = H(g(Y)) — H(g(Y)|f(X), 2)

= I((f(X), 2);9(Y)).
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Taking suprema over both sides over all quantizers f and g yields the relation
I(X;2)+I'(X;Y|Z2) =1((X, 2);Y),

proving Kolmogorov’s formula. Lastly, if the spaces are standard, then from
Kolmogorov’s inequality for the original definition (which is valid for the stan-
dard space alphabets) combined with the above formula implies that

I'(X;Y|2)=I1((X,2);Y) - I(X;Z) = I(X;Y|Z).0

5.6 Some Convergence Results

We now combine the convergence results for divergence with the definitions
and properties of information densities to obtain some convergence results for
information densities. Unlike the results to come for relative entropy rate and
information rate, these are results involving the information between a sequence
of random variables and a fixed random variable.

Lemma 5.6.1: Given random variables X and Y7, Y3, - defined on a com-
mon probability space,

HILH;OI(X; (Y1,Y2,--,Yy)) = I(X; (Y1, Y2, -+ ).

If in addition I(X;(Y7,Ys,---)) < oo and hence Px X Py, v,,... >> Px.v;.v5, s
then

LXY1 Yo Yo | 7 XYL Y
in L',
Proof: The first result follows from Corollary 5.2.5 with X, Y7,Y5,---,Y, 1

replacing X", P being the distribution Px y, ..., and M being the product dis-
tribution Px X Py, y,,.... The density result follows from Lemma 5.4.1. O

Corollary 5.6.1: Given random variables X, Y, and Z;, Z, - - - defined on
a common probability space, then

lim [(X;Y|Z1, Za, -+, Zn) = H(X;Y|Z1, Zo,---).

n—oo

If
I(X,Z1,--+);Y) < o0,

( e.g., if Y has a finite alphabet and hence I((X,Z1,---);Y) < H(Y) < o),
then also
Z.X;Y|Z1,---,Zn n—_>><x> Z’X;y‘zl74.. (550)
in L.
Proof: From Kolmogorov’s formula

I<XaY|Z17Z25;Zn) =
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I(X;(Y, 21,25, ,Zy)) - I(X; Z4,---,Z,) > 0. (5.51)

From the previous lemma, the first term on the left converges as n — oo to
I(X; (Y, Z1,---)) and the second term on the right is the negative of a term con-
verging to I(X; (Z1,---)). If the first of these limits is finite, then the difference
in (5.51) converges to the difference of these terms, which gives (5.50). From
the chain rule for information densities, the conditional information density is
the difference of the information densities:

UXSY |21,y = XY, 21 e Zn) — UXG( 21,0, 2)
which is converging in L'x to
UX3Y |21, = UXG(Y, Z0,) — UX5(Z,0),

again invoking the density chain rule. If I(X;Y|Z;, ) = co then quantize Y
as ¢(Y') and note since ¢(Y) has a finite alphabet that

and hence

Since the right-hand term above can be made arbitrarily large, the remaining
part of the lemma is proved. O
Lemma 5.6.2: If

Px X Py, y,,... >> Pxy;,v;,

(e.g., I(X;(Y1,Ya, ) < o0), then with probability 1.

1
lim —i(X;(Y1,---,Y,)) =0.
n—oo N
Proof: This is a corollary of Theorem 5.4.1. Let P denote the distribution of
{X,Y1,Y5,---} and let M denote the distribution Px x Py, .... By assumption
M >> P. The information density is

Z(Xv(YhaYn)) = lnm7

where P, and M,, are the restrictions of P and M to o(X,Y7,---Y,). Theorem
5.4.1 can therefore be applied to conclude that P-a.e.

which proves the lemma. O

The lemma has the following immediate corollary.



118 CHAPTER 5. RELATIVE ENTROPY

Corollary 5.6.2: If {X,,} is a process with the property that
I(Xo; X1, X 9,--+) <00,

that is, there is a finite amount of information between the zero time sample
and the infinite past, then

1
lim —i(Xo; X_1,--,X_,) = 0.

n—oo n

If the process is stationary, then also

1
lim —i(X,; X") =0.

n—oo n



Chapter 6

Information Rates 11

6.1 Introduction

In this chapter we develop general definitions of information rate for processes
with standard alphabets and we prove a mean ergodic theorem for information
densities. The L! results are extensions of the results of Moy [105] and Perez
[123] for stationary processes, which in turn extended the Shannon-McMillan
theorem from entropies of discrete alphabet processes to information densities.
(See also Kieffer [85].) We also relate several different measures of information
rate and consider the mutual information between a stationary process and its
ergodic component function. In the next chapter we apply the results of Chapter
5 on divergence to the definitions of this chapter for limiting information and
entropy rates to obtain a number of results describing the behavior of such
rates. In Chapter 8 almost everywhere ergodic theorems for relative entropy
and information densities are proved.

6.2 Information Rates for General Alphabets

Suppose that we are given a pair random process {X,,,Y,} with distribution p.
The most natural definition of the information rate between the two processes
is the extension of the definition for the finite alphabet case:

I(X;Y) = limsup lI(X"; ™).
n—oo T

This was the first general definition of information rate and it is due to Do-
brushin [32]. While this definition has its uses, it also has its problems. Another
definition is more in the spirit of the definition of information itself: We formed
the general definitions by taking a supremum of the finite alphabet definitions
over all finite alphabet codings or quantizers. The above definition takes the
limit of such suprema. An alternative definition is to instead reverse the order

119
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and take the supremum of the limit and hence the supremum of the informa-
tion rate over all finite alphabet codings of the process. This will provide a
definition of information rate similar to the definition of the entropy of a dy-
namical system. There is a question as to what kind of codings we permit, that
is, do the quantizers quantize individual outputs or long sequences of outputs.
We shall shortly see that it makes no difference. Suppose that we have a pair
random process {X,,Y,} with standard alphabets Ax and Ay and suppose
that f: AS — Ay and g : AY — A, are stationary codings of the X and Y
sequence spaces into a finite alphabet. We will call such finite alphabet sta-
tionary mappings sliding block codes or stationary digital codes. Let {fn,gn}
be the induced output process, that is, if T denotes the shift (on any of the
sequence spaces) then f,(x,y) = f(T™z) and g,(z,y) = g(T"y). Recall that
f(T™(z,y)) = fn(z,y), that is, shifting the input n times results in the output
being shifted n times.

Since the new process { fn, gn} has a finite alphabet, its mutual information
rate is defined. We now define the information rate for general alphabets as
follows:

I'Xx;y) = sup I(f;9)
sliding block codes f,g

1
= sup limsup —I(f"; ¢g").
sliding block codes f,g = ™
We now focus on AMS processes, in which case the information rates for
finite alphabet processes (e.g., quantized processes) is given by the limit, that
is,
I"(X;Y) = sup I(f:9)
sliding block codes f,g

1
= sup lim —I(f™;¢").
sliding block codes 4"~ "
The following lemma shows that for AMS sources I* can also be evaluated by
constraining the sliding block codes to be scalar quantizers.

Lemma 6.2.1: Given an AMS pair random process {X,,,Y,,} with standard
alphabet,

I*(X;Y) = sup I(g(X); 7(¥) = suplimsup ~1(g(X)";(¥)"),
q,r q,r n—00
where the supremum is over all quantizers ¢ of Ax and r of Ay and where
q(X)" = q(Xo), -+, q(Xn—1).

Proof: Clearly the right hand side above is less than I* since a scalar quan-
tizer is a special case of a stationary code. Conversely, suppose that f and g
are sliding block codes such that I(f;g) > I*(X;Y) —e. Then from Corollary
4.3.1 there are quantizers ¢ and r and codes f’ and ¢’ depending only on the
quantized processes ¢(X,) and r(Y,,) such that I(f';¢’) > I(f;g9) —e. From
Lemma 4.3.3, however, I(q(X);r(Y)) > I(f’; ') since f’ and ¢’ are stationary
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codings of the quantized processes. Thus I(q(X);r(Y)) > I*(X;Y) — 2¢, which
proves the lemma. O
Corollary 6.2.1: -
I"(X;Y) < I(X;Y).

If the alphabets are finite, then the two rates are equal.

Proof: The inequality follows from the lemma and the fact that
I(X™ V") = I(q(X)"5r(Y)"™)

for any scalar quantizers ¢ and r (where ¢(X)" is ¢(Xo), -+, q(Xp-1)). If
the alphabets are finite, then the identity mappings are quantizers and yield
I(X™Y") for all n. O

Pinsker [125] introduced the definition of information rate as a supremum
over all scalar quantizers and hence we shall refer to this information rate as
the Pinsker rate. The Pinsker definition has the advantage that we can use the
known properties of information rates for finite alphabet processes to infer those
for general processes, an attribute the first definition lacks.

Corollary 6.2.2: Given a standard alphabet pair process alphabet Ax x Ay
there is a sequence of scalar quantizers ¢, and r,, such that for any AMS pair
process {X,,Y,} having this alphabet (that is, for any process distribution on
the corresponding sequence space)

I(Xna Yn) = "}E)nw I(qm(X)n; 'rm(Y)n)
FXY) = T Hgn(X): (V).

Furthermore, the above limits can be taken to be increasing by using finer and
finer quantizers. Comment: It is important to note that the same sequence of
quantizers gives both of the limiting results.

Proof: The first result is Lemma 5.5.5. The second follows from the previous
lemma. O

Observe that

I'(X;Y) = lim limsup lI(qm(X);rm(Y))

m—oo n_,s0 N

whereas

I(X;Y) =limsup lim lI(qm(X);rm(Y)).

n—oo M—00 N
Thus the two notions of information rate are equal if the two limits can be
interchanged. We shall later consider conditions under which this is true and
we shall see that equality of these two rates is important for proving ergodic
theorems for information densities.
Lemma 6.2.2: Suppose that {X,,Y,} is an AMS standard alphabet ran-
dom process with distribution p and stationary mean p. Then

I(X;Y) = I (X;Y).
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I is an affine function of the distribution p. If p has ergodic decomposition pyy,
then

I (X3Y) :/dﬁ(%y)l*,—;zy(X;Y).

If f and g are stationary codings of X and Y, then
L9 = [ dow)t;,, (F:9).

Proof: For any scalar quantizers g and 7 of X and Y we have that I,,(¢(X);7(Y)) =
I;(q(X);r(Y)). Taking a limit with ever finer quantizers yields the first equal-
ity. The fact that I* is affine follows similarly. Suppose that p has ergodic
decomposition pgy. Define the induced distributions of the quantized process
by m and my,, that is, m(F) = p(x,y : {q(x;),7(y:); i € T} € F) and similarly
for mg,. It is easy to show that m is stationary (since it is a stationary coding
of a stationary process), that the mg, are stationary ergodic (since they are
stationary codings of stationary ergodic processes), and that the m, form an
ergodic decomposition of m. If we let XY, denote the coordinate functions
on the quantized output sequence space (that is, the processes {q(X,),r(Y,)}
and {X/ .Y} are equivalent), then using the ergodic decomposition of mutual
information for finite alphabet processes (Lemma 4.3.1) we have that

T (V) = En(X5Y") = [ T (XY di' )

B /jm (@(X);r(Y)) dp(z, y).

Replacing the quantizers by the sequence g, 7, the result then follows by
taking the limit using the monotone convergence theorem. The result for sta-
tionary codings follows similarly by applying the previous result to the induced
distributions and then relating the equation to the original distributions. O

The above properties are not known to hold for I in the general case. Thus
although I may appear to be a more natural definition of mutual information
rate, I* is better behaved since it inherits properties from the discrete alphabet
case. It will be of interest to find conditions under which the two rates are the
same, since then I will share the properties possessed by I*. The first result of
the next section adds to the interest by demonstrating that when the two rates
are equal, a mean ergodic theorem holds for the information densities.

6.3 A Mean Ergodic Theorem for Densities

Theorem 6.3.1: Given an AMS pair process {X,,Y,} with standard alpha-
bets, assume that for all n

PXn XPyn >> PXnYn
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and hence that the information densities

APy y»

L Xn. n:l _
ZX ’Y nd(PXn XPYn)

are well defined. For simplicity we abbreviate ixn,y» to i,, when there is no
possibility of confusion. If the limit

lim LI(X™Y™) = [(X;Y)

n—oo N

exists and

[(X;Y) =TI"(X;Y) < oo,

then n~1i,,(X™; Y™) converges in L' to an invariant function i(X;Y). If the
stationary mean of the process has an ergodic decomposition p,,, then the
limiting density is I*5, (X;Y), the information rate of the ergodic component
in effect.

Proof: Let ¢, and r,,, be asymptotically accurate quantizers for Ax and Ay .
Define the discrete approximations X, = Gm(X,) and Y, = rm(Yys). Observe
that Pxn X Pyn >> Pxnyn implies that Py, X Py, >> P,y and hence we
can define the information densities of the quantized vectors by

s 1 dPXnYn
T d(Pe, % P

For any m we have that
1 - n,, n *
|—in(2™y") = I'p,, (X5 Y)] dp(z,y) <
1

/ ‘ﬁln(xnayn) - %%n(qm(m)n5rm(y)n)| dp(x,y)+

/'%g”(q’"(m)n; P (Y)") = Lp,, (4 (X); 7 (Y)) | dp(a, y)+

s @m0 V) = 1 (X5 ), (6.)
where
Qm(l‘)" = (qm(IO); R qm(xnfl»z
Tm(y)n = (rm(y0)7 t arm(yn—l))v

and I (¢ (X); rm (Y)) denotes the information rate of the process {gm (X ), 7m (Yn);
n=0,1,---,} when p is the process measure describing {X,,, Y, }.

Consider first the right-most term of (6.1). Since I* is the supremum over
all quantized versions,

/ Ty, (G ()3 7 (V) = I, (X3 V)] dp(, )
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- / (L5 (X5Y) = Ty (m(X):ran (Y))) (. 9).

Using the ergodic decomposition of I* (Lemma 6.2.2) and that of I for discrete
alphabet processes (Lemma 4.3.1) this becomes

/ Ty (G () 7 (V) — T, (X3 V)] dpl, )

=L (X3Y) = Ly (gm(X);rm (Y)). (6.2)

For fixed m the middle term of (6.1) can be made arbitrarily small by taking
n large enough from the finite alphabet result of Lemma 4.3.1. The first term on
the right can be bounded above using Corollary 5.2.6 with F = o (¢(X)™;7(Y)™)
by

L (I(X™Y™) = I(X™Y") + 2)
n ’ ' e
which as n — 0o goes to I[(X;Y) —I(qu(X);7,(Y)). Thus we have for any m
that
lim sup/ |~in(z™;y") — I"p,, (X3 Y)| dp(z, y)

n—oo

< I(X3Y) = Ham(X);rm (V) + T(X;Y) = I{gm (X); 7 (Y)
which as m — oo becomes I(X;Y) — I*(X;Y), which is 0 by assumption. O

6.4 Information Rates of Stationary Processes

In this section we introduce two more definitions of information rates for the
case of stationary two-sided processes. These rates are useful tools in relating
the Dobrushin and Pinsker rates and they provide additional interpretations
of mutual information rates in terms of ordinary mutual information. The
definitions follow Pinsker [125].

Henceforth assume that {X,,,Y,} is a stationary two-sided pair process with
standard alphabets. Define the sequences y = {y;;i € T} and Y ={Y;;i € T}

First define

f(X; Y) = limsup lI(X"; Y),
n—oo T

that is, consider the per-letter limiting information between n-tuples of X and
the entire sequence from Y. Next define

Ii(X7Y) = I(XO;Y|X—1aX—27 o ')7

that is, the average conditional mutual information between one letter from X
and the entire Y sequence given the infinite past of the X process. We could
define the first rate for one-sided processes, but the second makes sense only
when we can consider an infinite past. For brevity we write X~ = X_1, X _o,---
and hence

I (X;Y)=I(XpY|X7).
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Theorem 6.4.1:
[(X;Y) > I(X;Y) > I'(X;Y) > T (X;Y).

If the alphabet of X is finite, then the above rates are all equal.

Comment: We will later see more general sufficient conditions for the equal-
ity of the various rates, but the case where one alphabet is finite is simple and
important and points out that the rates are all equal in the finite alphabet case.

Proof: We have already proved the middle inequality. The left inequality
follows immediately from the fact that I(X™;Y) > I(X™;Y") for all n. The
remaining inequality is more involved. We prove it in two steps. First we prove
the second half of the theorem, that the rates are the same if X has finite
alphabet. We then couple this with an approximation argument to prove the
remaining inequality. Suppose now that the alphabet of X is finite. Using the
chain rule and stationarity we have that

n—1

1 1
—I(X™Y") =— I(X;; Y™ X, -, Xio
XY =~ ; ( |Xo 1)

1 n—1

= D (X Y[ X gy, X ),
i=0
where Y, is Y_;,---,Y_;4,_1, that is, the n-vector starting at —i. Since X has

finite alphabet, each term in the sum is bounded. We can show as in Section 5.5
(or using Kolmogorov’s formula and Lemma 5.5.1) that each term converges as
1—00,n— o0, andn—1i— o0 to[(Xg;Y|X_1,X 9,--)or I7(X;Y). These
facts, however, imply that the above Cesaro average converges to the same limit
and hence I = I~. We can similarly expand T as

n—1 n—1

1 1
- ZO I(X3Y | Xo, o, Xioa) = — ;I(Xo;wX,l, X,

which converges to the same limit for the same reasons. Thus I=I=1 for
stationary processes when the alphabet of X is finite. Now suppose that X
has a standard alphabet and let ¢, be an asymptotically accurate sequences of
quantizers. Recall that the corresponding partitions are increasing, that is, each
refines the previous partition. Fix € > 0 and choose m large enough so that the
quantizer a(Xg) = ¢m(Xo) satisfies

Ha(X0);YIXT) > I(Xp; YV|X7) —e
Observe that so far we have only quantized Xy and not the past. Since
Fm = 0(a(X0), Y, qm(X—4); 1 =1,2,--)
asymptotically generates

o(a(Xy),Y, X_;; i=1,2,---),
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given e we can choose for m large enough (larger than before) a quantizer 5(z) =
gm () such that if we define 3(X ™) to be 8(X_1),3(X_2),- -, then

[(a(Xo); (Y, 8(X7))) = I{a(Xo); (Y, X)) < €
and
[ (a(X0); B(X7)) = I(a(Xo); X7)| < e
Using Kolmogorov’s formula this implies that
[1(a(X0); YIXT) — I(a(Xo); Y[B(XT))| < 2€
and hence that
I(e(X0); YVB(XT)) = I(a(Xo); Y[XT) = 26 2 I(Xo; Y[XT) — 3e.

But the partition corresponding to 3 refines that of a and hence increases the
information; hence

I(B(X0); Y|B(XT)) = I(a(Xo); Y|B(XT)) 2 I(Xo; Y|XT) — 3e.

Since 3(X,) has a finite alphabet, however, from the finite alphabet result the
left-most term above must be I(3(X);Y’), which can be made arbitrarily close
to I*(X;Y). Since € is arbitrary, this proves the final inequality. O

The following two theorems provide sufficient conditions for equality of the
various information rates. The first result is almost a special case of the second,
but it is handled separately as it is simpler, much of the proof applies to the
second case, and it is not an exact special case of the subsequent result since it
does not require the second condition of that result. The result corresponds to
condition (7.4.33) of Pinsker [125], who also provides more general conditions.
The more general condition is also due to Pinsker and strongly resembles that
considered by Barron [9].

Theorem 6.4.2: Given a stationary pair process {X,,Y,} with standard
alphabets, if
I(XOa (Xflv X*Q» o )) < 00,

then
[(X;Y)=I(X;Y)=I"(X;Y) =" (X;Y). (6.3)

Proof: We have that
1 1
—I(X™Y)< —I(X"™; (Y, X"~
LIX™Y) < SI(XT (Y, X))

1 1
= SI(X" X))+ I(XYIXO), (6.4)

where, as before, X~ = {X_1, X _o,---}. Consider the first term on the right.
Using the chain rule for mutual information

|
-

n

1 _
—I(X™X7) = I(X3; X7|XY)
n

S|
-
Il
o
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= N (X)) 106 X)), (6.5)
=0

Using stationarity we have that

Lo xn) = LS a1 xL). )
=0

The terms I(Xo; (X_1,---,X_;)) are converging to I(Xo; X ), hence the terms
in the sum are converging to 0, i.e.,

lim I(X;; X~ |XY) = 0. (6.7)

11— 00

The Cesaro mean of (6.5) is converging to the same thing and hence
1 _
ﬁI(X";X ) — 0. (6.8)
Next consider the term I(X™;Y|X ). For any positive integers n,m we have
IX™mY|X ) = IXSYIX) + I Y| X7, (69)

where X" = X,,,- -+, Xp4+m—1. From stationarity, however, the rightmost term
is just I(X™;Y|X ™) and hence

I(X™Y[X7) = I(X™ Y |X7) + I(X™ Y |X0). (6.10)

This is just a linear functional equation of the form f(n 4+ m) = f(n) + f(m)
and the unique solution to such an equation is f(n) = nf(1), that is,

%I(X”;Y|X*) = I(Xo;Y|X ) =T (X;Y). (6.11)

Taking the limit supremum in (6.4) we have shown that

[(X;Y) < T (X;Y), (6.12)

which with Theorem 6.4.1 completes the proof. O

Intuitively, the theorem states that if one of the processes has finite average
mutual information between one symbol and its infinite past, then the Dobrushin
and Pinsker information rates yield the same value and hence there is an L'
ergodic theorem for the information density.

To generalize the theorem we introduce a condition that will often be useful
when studying asymptotic properties of entropy and information. A stationary
process {X,,} is said to have the finite-gap information property if there exists
an integer K such that

I(Xp; X7|X5) < o0, (6.13)
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where, as usual, X~ = (X_1,X_5,--+). When a process has this property for
a specific K, we shall say that it has the K-gap information property. Observe
that if a process possesses this property, then it follows from Lemma 5.5.4

I(Xg; (X, X ) XE) <00 1=1,2,--- (6.14)
Since these informations are finite,
PE) s> Prin=1,2,-, (6.15)

where P)((Ifl) is the Kth order Markov approximation to Pxn.

Theorem 6.4.3: Given a stationary standard alphabet pair process { X,,, Y, },
if {X,,} satisfies the finite-gap information property (6.13) and if, in addition,

I(XE,Y) < oo, (6.16)

then (6.3) holds.

(If K = 0 then there is no conditioning and (6.16) is trivial, that is, the
previous theorem is the special case with K = 0.)

Comment: This theorem shows that if there is any finite dimensional future
vector (Xg, Xg41,+, Xkt+n—1) which has finite mutual information with re-
spect to the infinite past X~ when conditioned on the intervening gap (Xo,- -+, Xx—1),
then the various definitions of mutual information are equivalent provided that
the mutual information betwen the “gap” XX and the sequence Y are finite.

Note that this latter condition will hold if, for example, I(X;Y) is finite.

Proof: Forn > K
1 1 1
SIHX™MY)= S 1(XE )+ S I(X K vy | XK.
n ( I ) n ( ) )+TL ( K I | )

By assumption the first term on the left will tend to 0 as n — oo and hence we
focus on the second, which can be broken up analogous to the previous theorem
with the addition of the conditioning:

1 1
—SI(XE S YIXR) < —I(XE5 (Y, X |1XK)
n n
1 1
= I(XEEXT|1X5) + (X5 yIx, x5).
n n

Consider first the term

(X5 X|X5) =

SN

1 n—1
- S I(X; X X0),
n i=K

which is as (6.5) in the proof of Theorem 6.4.2 except that the first K terms

are missing. The same argument then shows that the limit of the sum is 0. The
remaining term is

1 1
—I(XE Ky X XK = — (XM Y|1X )
n n
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exactly as in the proof of Theorem 6.4.2 and the same argument then shows
that the limit is 1~ (X;Y"), which completes the proof. O

One result developed in the proofs of Theorems 6.4.2 and 6.4.3 will be im-
portant later in its own right and hence we isolate it as a corollary. The result
is just (6.7), which remains valid under the more general conditions of Theorem
6.4.3, and the fact that the Cesaro mean of converging terms has the same limit.

Corollary 6.4.1: If a process {X,,} has the finite-gap information property
I(Xp; X7 |X5) <00

for some K, then
lim I(X,; X |X")=0
n—oo
and 1
lim —I(X™; X7)=0.
n—oo n
The corollary can be interpreted as saying that if a process has the the finite
gap information property, then the mutual information between a single sample
and the infinite past conditioned on the intervening samples goes to zero as the
number of intervening samples goes to infinity. This can be interpreted as a
form of asymptotic independence property of the process.

Corollary 6.4.2: If a one-sided stationary source { X, } is such that for some
K, I(X,; X" K|XE ) is bounded uniformly in n, then it has the finite-gap
property and hence
I(X;Y)=TI"(X;Y).
Proof: Simply imbed the one-sided source into a two-sided stationary source
with the same probabilities on all finite-dimensional events. For that source

I( X XV EXE ) =T(Xg: X1, X k| X5) — I(Xg; X|XE).

Thus if the terms are bounded, the conditions of Theorem 6.4.2 are met for the
two-sided source. The one-sided equality then follows. O

The above results have an information theoretic implication for the ergodic
decomposition, which is described in the next theorem.

Theorem 6.4.4: Suppose that {X,,} is a stationary process with the finite-
gap property (6.13). Let 1 be the ergodic component function of Theorem 1.8.3
and suppose that for some n

I(X™;4) < oo (6.17)

(This will be the case, for example, if the finite-gap information property holds
for 0 gap, that is, I(Xo; X~) < oo since ¢ can be determined from X~ and
information is decreased by taking a function.) Then

lim lI(X";1,b) =0.

n—oo N
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Comment: For discrete alphabet processes this theorem is just the ergodic
decomposition of entropy rate in disguise (Theorem 2.4.1). It also follows for
finite alphabet processes from Lemma 3.3.1. We shall later prove a correspond-
ing almost everywhere convergence result for the corresponding densities. All
of these results have the interpretation that the per-symbol mutual information
between the outputs of the process and the ergodic component decreases with
time because the ergodic component in effect can be inferred from the process
output in the limit of an infinite observation sequence. The finiteness condition
on some I (X"™;1) is necessary for the nonzero finite-gap case to avoid cases such
as where X,, = ¢ for all n and hence

I(X"54p) = I(ap;9p) = H () = oo,

in which case the theorem does not hold.

Proof:
Define v, = ¢ for all n. Since ¢ is invariant, {X,,v,} is a stationary
process. Since X, satisfies the given conditions, however, I(X;v) = I*(X;).

But for any scalar quantizer ¢, I(g(X);¢) is 0 from Lemma 3.3.1. I*(X;) is
therefore 0 since it is the supremum of I(g(X);%) over all quantizers ¢q. Thus

0= [(X:0) = lim ~I(X";¢") = lim ~I(X":v). O

n—oo N n—oo N



Chapter 7

Relative Entropy Rates

7.1 Introduction

This chapter extends many of the basic properties of relative entropy to se-
quences of random variables and to processes. Several limiting properties of
entropy rates are proved and a mean ergodic theorem for relative entropy densi-
ties is given. The principal ergodic theorems for relative entropy and information
densities in the general case are given in the next chapter.

7.2 Relative Entropy Densities and Rates

Suppose that p and m are two AMS distributions for a random process {X,,}
with a standard alphabet A. For convenience we assume that the random vari-
ables {X,} are coordinate functions of an underlying measurable space (€2, B)
where (2 is a one-sided or two-sided sequence space and B is the corresponding
o-field. Thus z € Q has the form z = {z;}, where the index ¢ runs from
0 to oo for a one-sided process and from —oo to +oo for a two-sided pro-
cess. The random variables and vectors of principal interest are X,,(z) = x,,

X"(z) = a" = (w0, ++,%n_1), and X[(z) = (v, -+, 2145-1). The process
distributions p and m are both probability measures on the measurable space
(€, B).

Forn=1,2,--- let Mx~» and Pxn be the vector distributions induced by p
and m. We assume throughout this section that Mx» >> Px» and hence that
the Radon-Nikodym derivatives fxn» = dPxn/dMx~ and the entropy densities
hxn = In fxn» are well defined for all n = 1,2, --- Strictly speaking, for each n
the random variable fx» is defined on the measurable space (A", Ba~) and hence
fxn is defined on a different space for each n. When considering convergence
of relative entropy densities, it is necessary to consider a sequence of random
variables defined on a common measurable space, and hence two notational
modifications are introduced: The random variables fx=»(X™): Q — [0,00) are

131
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defined by
fxn (X)) = fxn (X" (7)) = fxn(2")

for n =1,2,---. Similarly the entropy densities can be defined on the common
space (Q, B) by

hxn (X™) = In fxn (X7).
The reader is warned of the potentially confusing dual use of X™ in this nota-
tion: the subscript is the name of the random variable X™ and the argument
is the random variable X™ itself. To simplify notation somewhat, we will often
abbreviate the previous (unconditional) densities to

fn = Fxn(X™); hyp = hxn (X").
For n = 1,2, define the relative entropy by

Hp)jm (X™) = D(Pxn

Mxn) = Epy,hxn = Ephxn(X™).
Define the relative entropy rate by
H

. 1 "
pH’m(X) = hrrbrisolip EHpHm(X ).

Analogous to Dobrushin’s definition of information rate, we also define

H ) (X) = sup Hpjjm (q(X)),

where the supremum is over all scalar quantizers q.
Define as in Chapter 5 the conditional densities
f Fxn+1 dPxn+1 /dMxnt1 dPx, X
Xn Xn = e e
! fxn dPxn [dMxn dMyx., | xn

(7.1)

provided fx» # 0 and fx,|x» = 1 otherwise. As for unconditional densities we
change the notation when we wish to emphasize that the densities can all be
defined on a common underlying sequence space. For example, we follow the
notation for ordinary conditional probability density functions and define the
random variables

_ fxen (X

an|X"(Xn‘Xn) an(Xn)

and
hx, xn(Xn|X™) =In fx, | xn(Xa]X™)

on (£, B). These densities will not have a simple abbreviation as do the uncon-
ditional densities.
Define the conditional relative entropy

HpHm(Xn|Xn) = prn (ln an|Xn) = /dpln an‘Xn (Xn|Xn) (72)
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All of the above definitions are immediate applications of definitions of Chapter
5 to the random variables X,, and X™. The difference is that these are now
defined for all samples of a random process, that is, for all n = 1,2,---. The
focus of this chapter is the interrelations of these entropy measures and on some
of their limiting properties for large n.

For convenience define

Dy = Hp|j;(Xn|X™); n=1,2,--+,
and Do = Hp||;,(Xo). From Theorem 5.3.1 this quantity is nonnegative and
Dy + D(Px || Mxn) = D(Pxoes [ M.
If D(Pxn||Mxn) < oo, then also

Dy, = D(Pxns||Myns1) — D(Pxn

MX'!L).

We can write D,, as a single divergence if we define as in Theorem 5.3.1 the
distribution Sx»+1 by

Syt (F x G) = / My, ixn (Fla") dPxn(s"); F € Ba; G € Ban.  (7.3)
'

Recall that Sxn+1 combines the distribution Px» on X™ with the conditional
distribution My, |x» giving the conditional probability under M for X, given
X"™. We shall abbreviate this construction by

Sxnt1 = Mx, | xnPxn. (7.4)

Then
D,, = D(Pxn+1||Sxn+1). (7.5)

Note that Sxn+1 is not in general a consistent family of measures in the sense
of the Kolmogorov extension theorem since its form changes with n, the first
n samples being chosen according to p and the final sample being chosen using
the conditional distribution induced by m given the first n samples. Thus,
in particular, we cannot infer that there is a process distribution s which has
Sxn;, n=1,2,--- as its vector distributions.

We immediately have a chain rule for densities

n—1
fxn =T fxux: (7.6)

=0

and a corresponding chain rule for conditional relative entropies similar to that
for ordinary entropies:

n—1
D(Pxn||Mxn) = Hpjjn(X Z plim(Xil X)) =Y D;. (7.7)
=0
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7.3 Markov Dominating Measures

The evaluation of relative entropy simplifies for certain special cases and re-
duces to a mutual information when the dominating measure is a Markov ap-
proximation of the dominated measure. The following lemma is an extension to
sequences of the results of Corollary 5.5.2 and Lemma 5.5.4.

Theorem 7.3.1: Suppose that p is a process distribution for a standard
alphabet random process {X,} with induced vector distributions Pxn; n =
1,2,---. Suppose also that there exists a process distribution m with induced
vector distributions M x» such that

(a) under m {X,} is a k-step Markov source, that is, for all n > k, X% —

X 57  — Xn is a Markov chain or, equivalently,

My, x» = My, |xx

and
(b) Mxn >> Pxn,n=1,2,--- so that the densities

dPXn
dMxn

Fxn =

are well defined.
Suppose also that p(¥) is the k-step Markov approximation to p, that is, the
source with induced vector distributions P)‘(’? such that

PY) = Py

and for all n > k

(k)  _ )
PXn\X" = jt)anin,,c7

that is, p®) is a k-step Markov process having the same initial distribution and
the same kth order conditional probabilities as p. Then for all n > k

Mxn >> P)((’? >> Pxn (7.8)
and " )
APy . _ T
Dy, = Jxn = Ixe g Fxixe s (7.9)
dPxn  fxn
dPyy Xn
Furthermore
hx,ixn =hx,|x6_ Fix, xn—kxk_ (7.11)
and hence

Dy = Hpjj (Xn|X™)
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= Ip(Xons X"7FIXE_1) + Hyjn (Xn] X3 ).

Thus
n—1
hxn = e+ 3 (hyxp, + ixgxisixg, )
1=k
and hence

D(Pxn||Mxn) = Hpjjn(X")+

n—1

D (X XTHXE ) + Hyjjon (X0 X))
=k

If m = p®) | then for all n > k we have that h r = 0 and hence
XolXE_,

Hyjp00 (X | X33 _) = 0

P
and
Dy, = I,(Xn; X" 78| X5 ),
and hence 1
D(Px|[PEY) = D7 1 (X X'7FIXE).
1=k
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(7.12)

(7.13)

(7.14)

(7.15)

(7.16)

(7.17)

Proof: If n = k+1, then the results follow from Corollary 5.3.3 and Lemma
5.5.4 with X = X,,, Z = X*, and Y = X},. Now proceed by induction and
assume that the results hold for n. Consider the distribution @ y+1) specified

by @x» = Px» and Qx, |x» = Px |x* i In other words,

QXn+1 = PXn‘Xk kPXn

Application of Corollary 5.3.1 with Z = X" % Y = Xﬁ_k, and X = X, implies

that MXVL+1 >> QX'7L+1 >> PX?L+1 and that

dPxnt1 fxo|xn

dQxn+1 [fx,|x*

—k

This means that we can write

dPXﬂ,+l / dpxn+1
Pxnii(F) = dQ xn+1 = d ndQxn
s (F) = [ G2 0@ = [ S0 4G, e dx

dPxn+1
= dP dPxn.
/}; dQXn+1 XTL‘XZ*}C X

From the induction hypothesis we can express this as

dPxn+1 dPxn (k)
Pxnsi(F :/ CX APy, xx AP
o= f aQen dp{) e
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/ dPxn+1 dPxn dP(k)H
F dQxn+ dP)((kT? X

proving that P)((k,3+1 >> Pxn+1 and that

dpxn+1 o dpxn+1 dPXn an‘Xn dPXn

dP®) . dQxnr gPP)  fxx:  dPE)

Xn+1

This proves the right hand part of (7.9) and (7.10).
Next define the distribution Px» by

Pxn (F) :/ FE dMxn,
F

where f %) is defined in (7.9). Proving that Pxn = P)((@ will prove both the left
hand relation of (7.8) and (7.9). Clearly

and from the definition of f*) and conditional densities

(k) _ (k)
Xo|Xn = fX"‘X:i—k. (7.18)
From Corollary 5.3.1 it follows that Xk Xﬁ_k — X,, is a Markov

chain. Since this is true for any n > k, PXn is the distribution of a k-step
Markov process. By construction we also have that

k
Fexe = Fxaxe (7.19)

n—k

and hence from Theorem 5.3.1

Since also f)((k,? = fxx, Pyn = P)((kg as claimed. This completes the proof of

(7.8)—(7.10). Eq. (7.11) follows since

Ixnxn
an‘Xn = fX,,L\Xk X —.
n—k anle

n—k

Eq. (7.12) then follows by taking expectations. Eq. (7.13) follows from (7.11)
and

n—1
fxn = fxr [ Frixes
=k

whence (7.14) follows by taking expectations. If m = p¥) then the claims
follow from (5.27)—(5.28). O
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Corollary 7.3.1: Given a stationary source p, suppose that for some K
there exists a K-step Markov source m with distributions Mx» >> Pxn, n =
1,2,---. Then for all £k > K (7.8)—(7.10) hold.

Proof: If m is a K-step Markov source with the property Mxn» >> Pxn,
n = 1,2,---, then it is also a k-step Markov source with this property for all
k > K. The corollary then follows from the theorem. O

Comment: The corollary implies that if any K-step Markov source domi-
nates p on its finite dimensional distributions, then for all k¥ > K the k-step
Markov approximations p(¥) also dominate p on its finite dimensional distribu-
tions.

The following variational corollary follows from Theorem 7.3.1.

Corollary 7.3.2: For a fixed k let Let M* denote the set of all k-step
Markov distributions. Then inf ;e g D(Pxn||M) is attained by P*) and

n—1

. _ (k)y _ . yl—k|yk
ik D(Pxn|[M) = D(Pxr||Pyr) = ;Ip(Xz,X ROGEE

Since the divergence can be thought of as a distance between probability
distributions, the corollary justifies considering the k-step Markov process with
the same kth order distributions as the k-step Markov approximation or model
for the original process: It is the minimum divergence distribution meeting the
k-step Markov requirement.

7.4 Stationary Processes

Several of the previous results simplify when the processes m and p are both sta-
tionary. We can consider the processes to be two-sided since given a stationary
one-sided process, there is always a stationary two-sided process with the same
probabilities on all positive time events. When both processes are stationary,
the densities fx» and fxn satisfy

dPXn
i = i

Pxn
= T = ST,

and have the same expectation for any integer m. Similarly the conditional
densities fx, |xn, ka‘Xg%, and fx,|x_,,x_ o, .x_, satisfy

fxaxn = ka\X;LnTnfk = [Xo|X 1. X oy x_n I (7.20)
for any k£ and have the same expectation. Thus

1 R s
~Hyljn(X") = — > Hyjjm (Xo| X1, X ). (7.21)
=0

Using the construction of Theorem 5.3.1 we have also that

D; = Hpjj (X4 X") = Hypjjin (Xo| X1, -+, X_1)
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= D(PX07X—17"'7X—¢||SX0,X—17"'7X—1')7

where now

SXO’X—l,“wX—i = MXO|X—1»"‘>X—iPX71:""X—i; (722)
that is,

SX07X—17'“7X71(F X G) = / MXO‘Xflx"'7X7i(F|xi) dPX—l»“VX—i(xi);
F

FeBa,G e Bys.

As before the Sxn distributions are not in general consistent. For example,
they can yield differing marginal distributions Sx,. As we saw in the finite
case, general conclusions about the behavior of the limiting conditional relative
entropies cannot be drawn for arbitrary reference measures. If, however, we
assume as in the finite case that the reference measures are Markov, then we
can proceed.

Suppose now that under m the process is a k-step Markov process. Then for
anyn >k (X_p, +, X_g_2,X k1) = X*, — X is a Markov chain under m
and Lemma 5.5.4 implies that

HpHm(XO‘X—h o 7X—TL) = HpHm(Xk|Xk) + II)(ka (X—17 o 7X—7L)|Xk)
(7.23)
and hence from (7.21)

H

pllm

(X) = Hyjjm (Xi|X*) + L,(Xp; X | XF). (7.24)

We also have, however, that X~ — X* — X}, is a Markov chain under m
and hence a second application of Lemma 5.5.4 implies that

H

ol (X0 X 7) = Hyjj (Xi| X*) + L,(Xp; X~ |XF). (7.25)

Putting these facts together and using (7.2) yields the following lemma.

Lemma 7.4.1: Let {X,,} be a two-sided process with a standard alphabet
and let p and m be stationary process distributions such that Mx» >> Pxn all
n and m is kth order Markov. Then the relative entropy rate exists and

Hyjjm(X) = lim_— Hypjm (X™)
= nlLII;O Hp||m(X0|X_1, X )= Hp||m(X0‘X7)

= Hyjjm(Xe| X*) + L,(Xp; X 7| XF)
= Ep[n fx, 0 (Xe| XP)] + I,(Xi; X 7| XF). (7.26)

Corollary 7.4.1: Given the assumptions of Lemma 7.4.1,

Hpjjm (XN[X7) = NHyjj (Xo| X 7).
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Proof: From the chain rule for conditional relative entropy (equation (7.7),

H

p

n—1
i (XNXT) = Hyj (X X X0).
=0

Stationarity implies that each term in the sum equals Hpj,,(Xo|X ™), proving
the corollary. O

The next corollary extends Corollary 7.3.1 to processes.

Corollary 7.4.2: Given k and n > k, let M* denote the class of all k-step
stationary Markov process distributions. Then

infHy (X) = Hyjpo0 (X) = L(Xi: X7 1X5).

Proof: Follows from (7.23) and Theorem 7.3.1. O

This result gives an interpretation of the finite-gap information property
(6.13): If a process has this property, then there exists a k-step Markov process
which is only a finite “distance” from the given process in terms of limiting
per-symbol divergence. If any such process has a finite distance, then the k-
step Markov approximation also has a finite distance. Furthermore, we can
apply Corollary 6.4.1 to obtain the generalization of the finite alphabet result
of Theorem 2.6.2

Corollary 7.4.3: Given a stationary process distribution p which satisfies
the finite-gap information property,

inf nle% Hpjim(X) = inf Hpypo0 (X) = Jim Hpyjp0 (X) = 0.

Lemma 7.4.1 also yields the following approximation lemma.

Corollary 7.4.4: Given a process {X,,} with standard alphabet A let p
and m be stationary measures such that Px» << Mx~» for all n and m is kth

order Markov. Let g be an asymptotically accurate sequence of quantizers for
A. Then

Hyjjm (X) = Hm Hyjjm (1(X)),
that is, the divergence rate can be approximated arbitrarily closely by that of
a quantized version of the process. Thus, in particular,

Hp\lm(X) =H

;Hm<

X).
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Proof: This follows from Corollary 5.2.3 by letting the generating o-fields
be F,, = 0(gn(X;); i =0,—1,---) and the representation of conditional relative
entropy as an ordinary divergence. O

Another interesting property of relative entropy rates for stationary pro-
cesses is that we can “reverse time” when computing the rate in the sense of
the following lemma.

Lemma 7.4.2: Let {X,}, p, and m be as in Lemma 7.4.1. If either

Hp)jm (X) < 00 or Hpjjpr(Xo|X ™) < oo, then
Hp||m(X0|Xfla Tty an) = Hp||m(X0‘X17 e 7Xn)
and hence

Hp||m(X0|X1,X27' . ) = Hp‘|m(XOHX,1,X,2,‘ . ) = Hp”m(X) < 00.

Proof: If Hp)|,,, (X)) is finite, then so must be the terms Hy),,, (X™) = D(Pxn || Mxr)
(since otherwise all such terms with larger n would also be infinite and hence
H could not be finite). Thus from stationarity

Hp||m(X0|X—la c aX—n) =H,

= D(Pyois || M) — D(Pye] M)

D(Pxn-%—lHMX'nﬁ—l) _D(PX{L MX’{L) = HpHm(XO|X177Xn)

from which the results follow. If on the other hand the conditional relative
entropy is finite, the results then follow as in the proof of Lemma 7.4.1 using the
fact that the joint relative entropies are arithmetic averages of the conditional
relative entropies and that the conditional relative entropy is defined as the
divergence between the P and S measures (Theorem 5.3.2). O

7.5 Mean Ergodic Theorems

In this section we state and prove some preliminary ergodic theorems for relative
entropy densities analogous to those first developed for entropy densities in
Chapter 3 and for information densities in Section 6.3. In particular, we show
that an almost everywhere ergodic theorem for finite alphabet processes follows
easily from the sample entropy ergodic theorem and that an approximation
argument then yields an L' ergodic theorem for stationary sources. The results
involve little new and closely parallel those for mutual information densities
and therefore the details are skimpy. The results are given for completeness and
because the L' results yield the byproduct that relative entropies are uniformly
integrable, a fact which does not follow as easily for relative entropies as it did
for entropies.
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Finite Alphabets

Suppose that we now have two process distributions p and m for a random
process {X,} with finite alphabet. Let Px» and Mx» denote the induced
nth order distributions and px» and mx» the corresponding probability mass
functions (pmf’s). For example, pxn(a™) = Pxn({z"™ : 2" = a"}) = p({z :
X™(x) = a"}). We assume that Pxn << Mxn». In this case the relative
entropy density is given simply by

() = B (X™) () = In 222"
mxn (z)’
where 2" = X" (x).

The following lemma generalizes Theorem 3.1.1 from entropy densities to
relative entropy densities for finite alphabet processes. Relative entropies are of
more general interest than ordinary entropies because they generalize to contin-
uous alphabets in a useful way while ordinary entropies do not.

Lemma 7.5.1: Suppose that {X,,} is a finite alphabet process and that p
and m are two process distributions with Mx» >> Pxn for all n, where p is
AMS with stationary mean p, m is a kth order Markov source with stationary
transitions, and {p, } is the ergodic decomposition of the stationary mean of p.
Assume also that Mx» >> Pxn» for all n. Then

1
lim —h, = h; p—a.e. and in L' (p),

n—oo N

where h(z) is the invariant function defined by

h(z) = —Hp, (X) — Ep, Inm(X;| XF)

= m nH Jim(X™) = Hp, |jm (X)), (7.27)
where e
k _ Mxr+1(T - &
Furthermore,
— . 1 n
Eph = Hy | (X) = nlirr;o EHpHm(X ) (7.28)

that is, the relative entropy rate of an AMS process with respect to a Markov
process with stationary transitions is given by the limit. Lastly,

Hyjm(X) = Hyjm (X); (7.29)

that is, the relative entropy rate of the AMS process with respect to m is the
same as that of its stationary mean with respect to m.

Proof: We have that

1
Zh(X") = 1 X" ——1 (XFy + Inm(X;| XF
nh( ) = —Inp(X™) nm( an 1 X k)
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n—1
= llnp(X”) hlm(X’C - lz:lnm X | XEYTi =+ (7.30)
" i=k
where T is the shift transformation, p(X™) is an abbreviation for Pxn»(X"), and
m(Xk| X*) = My, | x»(Xg|X*). From Theorem 3.1.1 the first term converges to
—Hj;, (X)p-a.e. and in L!(p).

Since Mxr >> Pxx, if Mxx(F) = 0, then also Py« (F) = 0. Thus Py and
hence also p assign zero probability to the event that My« (X*) = 0. Thus with
probability one under p, Inm(X*) is finite and hence the second term in (7.5.4)
converges to 0 p-a.e. as n — oo.

Define o as the minimum nonzero value of the conditional probability m(zy|x*).
Then with probability 1 under Mx» and hence also under Px» we have that

1
—Z <In-—
X|X %) o

since otherwise the sequence X™ would have 0 probability under M x» and hence
also under Px» and 0In0 is considered to be 0. Thus the rightmost term of
(7.30) is uniformly integrable with respect to p and hence from Theorem 1.8.3
this term converges to Fp, (Inm(X3|X*)). This proves the leftmost equality of
(7.27).

Let pxn|, denote the distribution of X™ under the ergodic component p;.
Since Mxn» >> Pxn and Pxn = f dﬁ(:l?)ﬁxnm, if Mx«»(F)=0, thenﬁxn‘,:(F) =
0 p-a.e. Since the alphabet of X, if finite, we therefore also have with probability
one under p that Mxn» >> pxn|, and hence

pX”|a:(an)
lem ZpX”|a: Mxn( )
is well defined for p-almost all . This expectation can also be written as
n—1
Hp, i (X™) = —Hp, (X™) = Ep, [Inm(X*) + 3 Inm(X,| X*) T
i=k

= —Hp, (X") = Ep, [Inm(X*)] — (n — k) Ep, [Inm (X X*)],

where we have used the stationarity of the ergodic components. Dividing by
n and taking the limit as n — oo, the middle term goes to zero as previously
and the remaining limits prove the middle equality and hence the rightmost
inequality in (7.27).
Equation (7.28) follows from (7.27) and L'(p) convergence, that is, since
n~'hy, — h, we must also have that E,(n~"h,(X")) = n~" Hy|;, (X™) converges
to Eph. Slnce the former limit is Hp)j,, (X), (7.28) follows. Since p, is invariant
(Theorem 1.8.2) and since expectations of invariant functions are the same under
an AMS measure and its stationary mean (Lemma 6.3.1 of [50]), application of
the previous results of the lemma to both p and p proves that

Hpnm(X):/dp(x)ffmum(X) =/dﬁ(w)ﬁmnm(X):ﬁﬁnm(X%
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which proves (7.30) and completes the proof of the lemma. O

Corollary 7.5.1: Given p and m as in the Lemma, then the relative entropy
rate of p with respect to m has an ergodic decomposition, that is,

Hypjjm (X) =/dp(w)Hmm(X).

Proof: This follows immediately from (7.27) and (7.28). O

Standard Alphabets

We now drop the finite alphabet assumption and suppose that {X,,} is a stan-
dard alphabet process with process distributions p and m, where p is stationary,
m is kth order Markov with stationary transitions, and Mx» >> Pxn~ are the
induced vector distributions for n = 1,2,--- . Define the densities f,, and en-
tropy densities h,, as previously.

As an easy consequence of the development to this point, the ergodic de-
composition for divergence rate of finite alphabet processes combined with the
definition of H* as a supremum over rates of quantized processes yields an ex-
tension of Corollary 6.2.1 to divergences. This yields other useful properties as
summarized in the following corollary.

Corollary 7.5.1: Given a standard alphabet process {X,} suppose that p
and m are two process distributions such that p is AMS and m is kth order
Markov with stationary transitions and Mx» >> Px» are the induced vector
distributions. Let p denote the stationary mean of p and let {p,} denote the
ergodic decomposition of the stationary mean p. Then

plim(X) = / dp(x)HE |, (X). (7.31)
In addition,
olm(X) = Hyj1 (X) = Hpjj(X) = Hyjjyn (X); (7.32)

that is, the two definitions of relative entropy rate yield the same values for
AMS p and stationary transition Markov m and both rates are the same as the
corresponding rates for the stationary mean. Thus relative entropy rate has an
ergodic decomposition in the sense that

Comment: Note that the extra technical conditions of Theorem 6.4.2 for
equality of the analogous mutual information rates I and I* are not needed
here. Note also that only the ergodic decomposition of the stationary mean p
of the AMS measure p is considered and not that of the Markov source m.
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Proof: The first statement follows as previously described from the finite
alphabet result and the definition of H*. The left-most and right-most equalities
of (7.32) both follow from the previous lemma. The middle equality of (7.32)
follows from Corollary 7.4.2. Eq. (7.33) then follows from (7.31) and (7.32). O

Theorem 7.5.1: Given a standard alphabet process {X,} suppose that p
and m are two process distributions such that p is AMS and m is kth order
Markov with stationary transitions and Mx» >> Pxn are the induced vector
distributions. Let {p,} denote the ergodic decomposition of the stationary mean
p. If
(Xn) = HpHm(X) < 00,

then there is an invariant function h such that n=th,, — h in L!(p) as n — oco.
In fact, B
h(.’L‘) = HﬁTHm(X)’

the relative entropy rate of the ergodic component p, with respect to m. Thus,
in particular, under the stated conditions the relative entropy densities h,, are
uniformly integrable with respect to p.

Proof: The proof exactly parallels that of Theorem 6.3.1, the mean ergodic
theorem for information densities, with the relative entropy densities replacing
the mutual information densities. The density is approximated by that of a
quantized version and the integral bounded above using the triangle inequality.
One term goes to zero from the finite alphabet case. Since H = H* (Corollary
7.5.1) the remaining terms go to zero because the relative entropy rate can be
approximated arbitrarily closely by that of a quantized process. O

It should be emphasized that although Theorem 7.5.1 and Theorem 6.3.1
are similar in appearance, neither result directly implies the other. It is true
that mutual information can be considered as a special case of relative entropy,
but given a pair process {X,,, Y, } we cannot in general find a kth order Markov
distribution m for which the mutual information rate I(X;Y) equals a relative
entropy rate HpHm. We will later consider conditions under which convergence
of relative entropy densities does imply convergence of information densities.



Chapter 8

Ergodic Theorems for
Densities

8.1 Introduction

This chapter is devoted to developing ergodic theorems first for relative entropy
densities and then information densities for the general case of AMS processes
with standard alphabets. The general results were first developed by Barron [9]
using the martingale convergence theorem and a new martingale inequality. The
similar results of Algoet and Cover [7] can be proved without direct recourse to
martingale theory. They infer the result for the stationary Markov approxima-
tion and for the infinite order approximation from the ordinary ergodic theorem.
They then demonstrate that the growth rate of the true density is asymptoti-
cally sandwiched between that for the kth order Markov approximation and the
infinite order approximation and that no gap is left between these asymptotic
upper and lower bounds in the limit as k — oco. They use martingale theory
to show that the values between which the limiting density is sandwiched are
arbitrarily close to each other, but we shall see that this is not necessary and
this property follows from the results of Chapter 6.

8.2 Stationary Ergodic Sources

Theorem 8.2.1: Given a standard alphabet process {X,,}, suppose that p and
m are two process distributions such that p is stationary ergodic and m is a K-
step Markov source with stationary transition probabilities. Let Mxn» >> Pxn
be the vector distributions induced by p and m. As before let

dPXn
dMxn

hy =In fxn(X") =1n (X™).

145
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Then with probability one under p

1 _
m —hy, = Hpjjm (X).

n—oo N

Proof: Let p*) denote the k-step Markov approximation of p as defined in
Theorem 7.3.1, that is, p*) has the same kth order conditional probabilities
and k-dimensional initial distribution. From Corollary 7.3.1, if k¥ > K, then
(7.8)—(7.10) hold. Consider the expectation

(k) ( yn (k) (k)
Fen (X)) _ X\ _ X7
EP <an (Xn)> - EPxn <an> - / <fX"> dPX"

Define the set A,, = {z™: fx» > 0}; then Pxn(A,,) = 1. Use the fact that
fxn = dPxn/dMxn to write

(k) (v (k)
X (X)) X
Er (fX"(X")) B /4n (an) Fxm dMix

- / 75 dMgn.
Ap
From Corollary 7.3.1,
(k) _ dP{)
xn dMXn

and therefore

(k)(Xn) dp(k)
g [ LX) :/ X" M = PE(A) < 1.
p (an(Xn)> An dMXn X X ( ) -

Thus we can apply Lemma 5.4.2 to the sequence f)((kg (X™)/fxn(X™) to con-
clude that with p-probability 1

(k) (xn
lim —In M

<0
e fn (X7)

and hence 1 L
lm —In f(X™) < Hminf — fxn (X™). (8.1)
n—oo N, n—oo nM

The left-hand limit is well defined by the usual ergodic theorem:

n—1

1 1 1
lim ﬁlnf(k,,%(X”) = lim fZlanZ|Xlzik(Xl|Xl’“_k)+n1Ln;oﬁlank(Xk).
=k

n— o0 n—oo N

Since 0 < fxr < oo with probability 1 under M x+ and hence also under Py,
then 0 < fxx(X*) < oo under p and therefore n='In fyx(X*) — 0 as n — oo
with probability one. Furthermore, from the ergodic theorem for stationary and
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ergodic processes (e.g., Theorem 7.2.1 of [50]), since p is stationary ergodic we
have with probability one under p using (7.20) and Corollary 7.4.1 that

n—1
. 1
HILH;O n Z In le|Xl’[k(Xl|Xlk—k)
=k
1 n—1
= nh_{%() ﬁ Z In fXO‘X—la”':X—k(XO|
=k

X 1, X_p)T'=E,In Ixolx_1ox_ o (Xol X1y, X )

= pHm(X0|X—17"'7X—k7):Hp(k)Hm(X)‘
Thus with (8.1) we now have that
1
liminf —In fxn (X™) > Hpjjm(Xo| X1, -, X&) (8.2)

n—oo N

for any positive integer k. Since m is Kth order Markov, Lemma 7.4.1 and the
above imply that

liminf © 10 fxn (X7) 2 Hyjpm (Xol X ) = Hyjjm(X), (8.3)
n—oo N
which completes half of the sandwich proof of the theorem.
If flpum(X) = 00, the proof is completed with (8.3). Hence we can suppose
that H,,,,(X) < oo. From Lemma 7.4.1 using the distribution Sx, x_, x_2,..
constructed there, we have that

D(Pxy x 1o 1x0 % 1) = Hyjn(Xo X ) = / Py x- 10 fxox-

where
_ dPx, x_, -
Ixolx- = 55—

dSxo.x_1

It should be pointed out that we have not (and will not) prove that fx,|x_, .. x_n
— fx,|x-; the convergence of conditional probability densities which follows
from the martingale convergence theorem and the result about which most gen-
eralized Shannon-McMillan-Breiman theorems are built. (See, e.g., Barron [9].)
We have proved, however, that the expectations converge (Lemma 7.4.1), which
is what is needed to make the sandwich argument work.

For the second half of the sandwich proof we construct a measure ) which
will be dominated by p on semi-infinite sequences using the above conditional
densities given the infinite past. Define the semi-infinite sequence X, = {---, X,,_1}
for all nonnegative integers n. Let By = o(X}}) and B, = o(X, ) =o0(---, Xp_1)
be the o-fields generated by the finite dimensional random vector X;' and the
semi-infinite sequence X, respectively. Let () be the process distribution
having the same restriction to o(X, ) as does p and the same restriction to
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o(Xo, X1, --) as does p, but which makes X~ and X} conditionally indepen-
dent given X* for any n; that is,

QX;: :PX;’

kaan+17"‘ = PXk7Xk+17"‘7

and X~ — X* — X7 is a Markov chain for all positive integers n so that
QXY € FIX;) = QX[ € FIX").

The measure @ is a (nonstationary) k-step Markov approximation to P in
the sense of Section 5.3 and

Q = Px—x(Xp,Xpi1,)| XF

(in contrast to P = PxkaX,c:o). Observe that X~ — X* — X7 is a Markov
chain under both @ and m.
By assumption,

HpHm(XO|X7) < o0

and hence from Corollary 7.4.1

H

and hence from Theorem 5.3.2 the density fX;;\ X: is well-defined as

DS,
fX;;\X; ~p._ (8.4)
ntk
where
SX;-H: = Mxl?lxk:PX;, (8.5)
and

/dPX‘ lnfxg|xk— :D(PX;HHSX— )

n+k n+k
= anHm(XmX];) < 0. (8.6)
Thus, in particular,

Sx- >>Py- .

n+k n+k

Consider now the sequence of ratios of conditional densities

- Fxpxe (X7FF)

Fxnix- Xy

/dpcnz/cn n

Cn

We have that
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where
Gn={z: Fxnix- (Xppk) > 0}

since G, has probability 1 under p (or else (8.6) would be violated). Thus

fxemxr (X™HR)
/ dpCy = / P, [SEET Sy
n+tk fXLL|X;: X,

_ (s Fxpixr (Xn+k)1
= X I Xpx, n x>0}

n+k n+k
:/dS ;+k-fX1?|Xk(X + )1{-fXITCL\X;>O} S/dSX;+kfo|Xk(X + )

Using the definition of the measure S and iterated expectation we have that

/den < /dMXQ‘X;dPXl;fXg|Xk(Xn+k)

Since the integrand is now measurable with respect to o(X"™*%), this reduces
to

[ < [ artxsdPia fpie
Applying Lemma 5.3.2 we have

dp¢n, < [ dMxn xrdPxr —"*—
/pC _/ Xp|xk XdeXg\Xk

/dpcn <1

and we can apply Lemma 5.4.1 to conclude that p-a.e.

Thus

fxpixn

1
lim sup ¢,, = limsup — In <0. (8.7)

Using the chain rule for densities,

fxrixn _ fxn 1

= X —
1—1
fX,?IX,Z fxr [T.= le|le
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Thus from (8.7)

n—1

. 1 1 1

lim sup (Emfxn ——ln fyn =~ Zlan”Xl) <0.
=k

n—oo

Invoking the ergodic theorem for the rightmost terms and the fact that
the middle term converges to 0 almost everywhere since In fy« is finite almost
everywhere implies that

. 1
lim sup - In fxn < Ep(lank\X;) = Ep(In fx,x-)

n—oo

= Hpjjm(X). (8.8)

Combining this with (8.3) completes the sandwich and proves the theorem.
O

8.3 Stationary Nonergodic Sources

Next suppose that the source p is stationary with ergodic decomposition {py; A €
A} and ergodic component function ¢ as in Theorem 1.8.3. We first require some
technical details to ensure that the various Radon-Nikodym derivatives are well
defined and that the needed chain rules for densities hold.

Lemma 8.3.1: Given a stationary source {X,}, let {px; A € A} denote
the ergodic decomposition and 1 the ergodic component function of Theorem
1.8.3. Let P, denote the induced distribution of . Let Px» and P)’}n denote
the induced marginal distributions of p and py. Assume that {X,} has the
finite-gap information property of (6.13); that is, there exists a K such that

L(Xg; X7 |X5) < o0, (8.9)
where X~ = (X_1,X_2,--+). We also assume that for some n
I(X™;4) < 0. (8.10)

This will be the case, for example, if (8.9) holds for K = 0. Let m be a K-
step Markov process such that Mx» >> Pxn for all n. (Observe that such
a process exists since from (8.9) the Kth order Markov approximation pt)
suffices.) Define Mxn o = Mxn X Py. Then

MX",w >> Pxn X Pw >> Pxnﬂz), (8.11)
and with probability 1 under p
Mxn >> Pxn >> P;?n.

Lastly,
APy, frnry = dPxn
dMxn X" T A(Mxn x Py

(8.12)
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and therefore
APy,  dPyY./dMx. _ fx»y

= = . 8.13
dPXn dPXn/dMXn an ( )
Proof: From Theorem 6.4.4 the given assumptions ensure that
1 1
lim —E,i(X";¢) = lim —I(X";¢) =0 (8.14)

n—oo N n—oo N

and hence Pxn x Py >> Pxn 4 (since otherwise I(X";1) would be infinite for
some n and hence infinite for all larger n since it is increasing with n). This
proves the right-most absolute continuity relation of (8.11). This in turn implies
that Mxn» x Py >> Pxn . The lemma then follows from Theorem 5.3.1 with
X = X", Y =4 and the chain rule for Radon-Nikodym derivatives. O

We know that the source will produce with probability one an ergodic com-
ponent py and hence Theorem 8.2.1 will hold for this ergodic component. In
other words, we have for all A that

.1 n -
nh_)rréo - In fxnp(X™|N) = Hp, (X); px — a.e.
This implies that

.1 =
nli)rr;o - In fxnu(X"W) = Hy, (X); p—ace. (8.15)

Making this step precise generalizes Lemma 3.3.1.

Lemma 8.3.2: Suppose that {X,,} is a stationary not necessarily ergodic
source with ergodic component function . Then (8.15) holds.

Proof: The proof parallels that for Lemma 3.3.1. Observe that if we have
two random variables U,V (U = X, X1,--- and Y = ¢ above) and a sequence
of functions g, (U, V) (n™! fxny(X™|1)) and a function g(V)) (Hp, (X)) with
the property

nh—>n;o gn(U7 U) = g(?]), PU|V:U —a.e,
then also

lim gn(Ua V) = g(V); Pyy —ae.

since defining the (measurable) set G = {u,v : lim,, 00 gn(u,v) = g(v)} and its
section G, = {u : (u,v) € G}, then from (1.26)

PUv(G) = /PU‘V(GU"U)dP\/(U) =1

if Pyjy(Gy|v) = 1 with probability 1. O

It is not, however, the relative entropy density using the distribution of the
ergodic component that we wish to show converges. It is the original sample
density fxn». The following lemma shows that the two sample entropies converge
to the same thing. The lemma generalizes Lemma 3.3.1 and is proved by a
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sandwich argument analogous to Theorem 8.2.1. The result can be viewed as
an almost everywhere version of (8.14).

Theorem 8.3.1: Given a stationary source {X,}, let {px; A € A} denote
the ergodic decomposition and 1 the ergodic component function of Theorem
1.8.3. Assume that the finite-gap information property (8.9) is satisfied and
that (8.10) holds for some n. Then

1 1 .
lim —i(X™ ) = lim 1 Ixme

n—oo N n—oo N Xn

=0; p—a.e.

Proof: From Theorem 5.4.1 we have immediately that

1inmioréfz'n(X”;z/)) >0, (8.16)
which provides half of the sandwich proof.

To develop the other half of the sandwich, for each k > K let p(¥) denote the
k-step Markov approximation of p. Exactly as in the proof of Theorem 8.2.1,
it follows that (8.1) holds. Now, however, the Markov approximation relative
entropy density converges instead as

n—oo n

1 S IR
lim = In fi¢)(X") = lim =37 f e (Xl XF)TF = By, f x0 (Xl X5).
=k

Combining this with (8.15 we have that

1 g (X"
lim sup — In 7]8)( [ (X"19)

] k
msup 2 In = sy S Hpulim (X) = Epy fice (Xl X5).

From Lemma 7.4.1, the right hand side is just I, (Xg; X7|X*) which from

Corollary 7.4.2 is just Hy, e (X). Since the bound holds for all k, we have that

1 njyp (X"
lim sup — In Fxnp(X719) [ (X"19)

< ] k = (.
) fxn(X™) —Hklprwllp( (X)=¢

Using the ergodic decompostion of relative entropy rate (Corollary 7.5.1) that
and the fact that Markov approximations are asymptotically accurate (Corollary
7.4.3) we have further that

/deC:/de il’]iprpr(k)(X)

S i%f/dPﬂJprHp(k) (X) = Hlif Hp‘lp(k)(X) =0
and hence ( = 0 with P, probability 1. Thus

limsup — In Ix Wj( ) <0

msup o 7]’)@()(”) S U (8.17)
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which with (8.16) completes the sandwich proof. O

Simply restating the theorem yields and using (8.15) the ergodic theorem
for relative entropy densities in the general stationary case.
Corollary 8.3.1: Given the assumptions of Theorem 8.3.1,

1
lim —In fx(X") = H,

oo 1 pyllm

(X),p — ae.

The corollary states that the sample relative entropy density of a process
satisfying (8.9) converges to the conditional relative entropy rate with respect
to the underlying ergodic component. This is a slight extension and elaboration
of Barron’s result [9] which made the stronger assumption that H,j,, (Xo|X ™) =
Hp)jm(X) < co. From Corollary 7.4.3 this condition is sufficient but not nec-
essary for the finite-gap information property of (8.9). In particular, the finite
gap information property implies that

Hyjjpoo (X) = I(Xp; X7|X¥) < o0,

but it need not be true that H,,,(X) < co. In addition, Barron [9] and
Algoet and Cover [7] do not characterize the limiting density as the entropy
rate of the ergodic component, instead they effectively show that the limit
is Ep, (In fx,x-(Xo/X7)). This, however, is equivalent since it follows from
the ergodic decomposition (see specifically Lemma 8.6.2 [50]) that fx,x- =
fxo|x~,p With probability one since the ergodic component 1) can be deter-
mined from the infinite past X .

8.4 AMS Sources

The following lemma is a generalization of Lemma 3.4.1. The result is due to
Barron [9], who proved it using martingale inequalities and convergence results.

Lemma 8.4.1: Let {X,} be an AMS source with the property that for
every integer k there exists an integer [ = (k) such that

L(X*: (X, Xpwia1, - )| XE). < o0 (8.18)
Then 1
nlirrgo ﬁi(Xk; (X +1,, Xno1)| XE) = 0; p— ace.
Proof: By assumption
L(X%5 (X ks Xipigrs )| X)) =

E, In kale7Xk+17"'(Xk|Xk’Xk""l’ B )
P Fxowix (XF|XT)

< 00.

This implies that
Pk (xpt1,1x1 >> Pxo.x
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with
dPx,.x,.,.... B Fxcnixp X1, (XF[ X, X+ 1, +4)
APx 1 (X 41,+)| X1 B Fxorpx (XF|XR).
Restricting the measures to X™ for n > k + [ yields
dPxn O IXRX X1, X (X*| Xpy X +1,-+)
dPka(Xk+l,"~,X")|XL B ka\x}c (X*X})

= i(X" (Xk + 1, Xn) [ XD

With this setup the lemma follows immediately from Theorem 5.4.1. O

The following lemma generalizes Lemma 3.4.2 and will yield the general the-
orem. The lemma was first proved by Barron [9] using martingale inequalities.

Theorem 8.4.1: Suppose that p and m are distributions of a standard
alphabet process {X,,} such that p is AMS and m is k-step Markov. Let p be a
stationary measure that asymptotically dominates p (e.g., the stationary mean).
Suppose that Pxn, Pxn, and Mxn are the distributions induced by p, p, and m
and that Mx» dominates both Px» and Px» for all n and that fx» and fx»
are the corresponding densities. If there is an invariant function h such that

1.
lim —1In fx~(X") =h; p—ae.

n—oo N

then also 1
lim —1In fx»(X") =h; p—ae.

n—oo n

Proof: For any k and n > k we can write using the chain rule for densities

1 1
- In fxn — - hle;L—k: = lank‘ngk.

Since for k<l <n

1 1 1,
I fugypor = I fepxs o+ Ez(Xk; (Xists s Xno1)| XE),

Lemma 8.4.1 and the fact that densities are finite with probability one implies
that

o1
TLILII;O - In ka‘ngk =0; p—a.e.

This implies that there is a subsequence k(n) — oo such that

1 ny 1 n—k(n)\.
ﬁ In fX" (X ) - E In fX:(;’;(”))(Xk(n) )’ - Oap —a.e.

To prove this, for each k chose N(k) large enough so that

1 - —_ —
p(|N(k)lanklxéV(k)*k(Xk‘XéV(k) k)| > 2 k) SQ k
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and then let k(n) =k for N(k) <n < N(k+1). Then from the Borel-Cantelli
lemma we have for any e that

1 - .
Py I e IO > o) =0
and hence
lim L n fn (X™) = lim ~In fonoion (X250 ) ae
n—oo n X n—oo n X,:(;)'(n) k(n) » P o

In a similar manner we can also choose the sequence so that

1 1 K
lim = In fxn (X™) = Tim = In fyare (X505 7 —ace.

n—oo n n—oo 1N, k(n)

From Markov’s inequality
= 1 n—k 1 R n—k
p(ﬁ In fX:—k(Xk ) > - h’le:—k(Xk ) +€)

Fyn-r (X779 Fyn-s (X779
= e < e [apTi
fX;*k(Xk ) fngk(Xk )

= efné/dmfngk(X,?_k) =e "

Hence again invoking the Borel-Cantelli lemma we have that
A1 XrF) > Iy xpr i.0.)=0
p(ﬁ an;L—k( w) > - an;Lfk( ) +elo) =

and therefore .
lim sup - In fX;Lfk (X% < h,p—ae. (8.19)

n—oo

The above event is in the tail o-field (), 0(Xpn, Xp41,---) since h is invariant
and p dominates p on the tail o-field. Thus

hgl_}b;l}p - In fX,’f(;’f("') (Xk(n) )< h; p—ae.
and hence )
limsup — In fx» (X") < h; p— a.e.
n

n—oo

which half proves the lemma.
Since p asymptotically dominates p, given € > 0 there is a k such that

p(lim n ' f(XPF) =h)>1—e

n—oo
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Again applying Markov’s inequality and the Borel-Cantelli lemma as previously
we have that

n—k(n
1 fX"L*k(M(X;C(n)( ))
liminf = In —=& o >0; p—ae.
n—oo n fX:(*’)“(”)(Xk(n) )

which implies that

1
p(liminf — f  nxem) (XPF)>h) >

n—oo N Vk(n)

and hence also that 1
p(liminf = fx»(X™) > h) > €.
n—oo mn

Since € can be made arbitrarily small, this proves that p-a.e. liminf n='h,, > h,
which completes the proof of the lemma. O

We can now extend the ergodic theorem for relative entropy densities to the
general AMS case.

Corollary 8.4.1: Given the assumptions of Theorem 8.4.1,

1 _
lim —In fx(X") = H,

n—oo N Py

(X)a

where py, is the ergodic component of the stationary mean p of p.

Proof: The proof follows immediately from Theorem 8.4.1 and Corollary
8.3.1, the ergodic theorem for the relative entropy density for the stationary
mean. U

8.5 Ergodic Theorems for Information Densi-
ties.

As an application of the general theorem we prove an ergodic theorem for mutual
information densities for stationary and ergodic sources. The result can be
extended to AMS sources in the same manner that the results of Section 8.3
were extended to those of Section 8.4. As the stationary and ergodic result
suffices for the coding theorems and the AMS conditions are messy, only the
stationary case is considered here. The result is due to Barron [9].

Theorem 8.5.1: Let {X,,Y,} be a stationary ergodic pair random pro-
cess with standard alphabet. Let Pxnyn, Pxn», and Py~ denote the induced
distributions and assume that for all n Px» X Pyn >> Pxny» and hence the
information densities

dPxnyn

(XYY = G S Py

are well defined. Assume in addition that both the {X,} and {Y,,} processes
have the finite-gap information property of (8.9) and hence by the comment



8.5. ERGODIC THEOREMS FOR INFORMATION DENSITIES. 157

following Corollary 7.3.1 there is a K such that both processes satisfy the K-

gap property
I(Xg; X7|XE) < o0, I(Yg; Y7 |YE) < 0.

Then 1
lim —i,(X™Y")=I(X;Y); p—ae.
n—oo N

Proof: Let Z, = (X,,Ys). Let Mx» = P)(g) and My~ = Pi(/{f) denote
the Kth order Markov approximations of {X,} and {Y,}, respectively. The

finite-gap approximation implies as in Section 8.3 that the densities

frm = dPxn
X7 M e
and
fym = dPyn
YT dMyn

are well defined. From Theorem 8.2.1
1
lim —1In fx-(X")=H (K)(X0|X7):I(Xk,;X7|Xk)<OO’
px|lpx

n—oo n

lim
n—oo

1
—Infy(Y") = [(V; YY) < .

n

Define the measures Mzn» by Mxn X Myn. Then this is a K-step Markov

source and since
Mxn X Myn >> Pxn X Pyn

>> Pxn yn = Pgn,
the density
dPyn
fon = 2
dMZn

is well defined and from Theorem 8.2.1 has a limit

1 _
lim —1In fzn(Z") = Hy|m(Zo|Z7).
n—oo n
If the density 4, (X™,Y™) is infinite for any n, then it is infinite for all larger
n and convergence is trivially to the infinite information rate. If it is finite, the

chain rule for densities yields

1‘ n n 1 n 1 n 1 n
_Zn(X 71/ ):Elann(Z )_Elanﬂ(X )—Elnfyw(y )

o 2Pl [P (ZolZ7) = Hpjpei) (XolX™) - Hyjpe) (YolY™)

= Hpjp (X, Y) = Hypj o (X) = Hpjppon (V)
The limit is not indeterminate ( of the form oo — 00) because the two subtracted
terms are finite. Since convergence is to a constant, the constant must also be
the limit of the expected values of n=1i,, (X", Y™), that is, [(X;Y). O
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Chapter 9

Channels and Codes

9.1 Introduction

We have considered a random process or source {X,} as a sequence of random
entities, where the object produced at each time could be quite general, e.g.,
a random variable, vector, or waveform. Hence sequences of pairs of random
objects such as {X,,,Y,,} are included in the general framework. We now focus
on the possible interrelations between the two components of such a pair process.
In particular, we consider the situation where we begin with one source, say
{X,}, called the input and use either a random or a deterministic mapping to
form a new source {Y, }, called the output. We generally refer to the mapping
as a channel if it is random and a code if it is deterministic. Hence a code is
a special case of a channel and results for channels will immediately imply the
corresponding results for codes. The initial point of interest will be conditions
on the structure of the channel under which the resulting pair process {X,,,Y,}
will inherit stationarity and ergodic properties from the original source {X,}.
We will also be interested in the behavior resulting when the output of one
channel serves as the input to another, that is, when we form a new channel
as a cascade of other channels. Such cascades yield models of a communication
system which typically has a code mapping (called the encoder) followed by a
channel followed by another code mapping (called the decoder).

A fundamental nuisance in the development is the notion of time. So far we
have considered pair processes where at each unit of time, one random object is
produced for each coordinate of the pair. In the channel or code example, this
corresponds to one output for every input. Interesting communication systems
do not always easily fit into this framework, and this can cause serious problems
in notation and in the interpretation and development of results. For example,
suppose that an input source consists of a sequence of real numbers and let
T denote the time shift on the real sequence space. Suppose that the output
source consists of a binary sequence and let S denote its shift. Suppose also
that the channel is such that for each real number in, three binary symbols are
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produced. This fits our usual framework if we consider each output variable to
consist of a binary three-tuple since then there is one output vector for each
input symbol. One must be careful, however, when considering the stationarity
of such a system. Do we consider the output process to be physically stationary
if it is stationary with respect to S or with respect to S3? The former might
make more sense if we are looking at the output alone, the latter if we are looking
at the output in relation to the input. How do we define stationarity for the pair
process? Given two sequence spaces, we might first construct a shift on the pair
sequence space as simply the cartesian product of the shifts, e.g., given an input
sequence z and an output sequence y define a shift 7* by T*(z,y) = (Tx, Sy).
While this might seem natural given simply the pair random process {X,,,Y,},
it is not natural in the physical context that one symbol of X yields three
symbols of Y. In other words, the two shifts do not correspond to the same
amount of ¢time. Here the more physically meaningful shift on the pair space
would be T"(z,y) = (Tz, S®y) and the more physically meaningful questions on
stationarity and ergodicity relate to 77 and not to T*. The problem becomes
even more complicated when channels or codes produce a varying number of
output symbols for each input symbol, where the number of symbols depends
on the input sequence. Such variable rate codes arise often in practice, especially
for noiseless coding applications such as Huffman, Lempel-Ziv, and arithmetic
codes. (See [140] for a survey of noiseless coding.) While we will not treat such
variable rate systems in any detail, they point out the difficulty that can arise
associating the mathematical shift operation with physical time when we are
considering cartesian products of spaces, each having their own shift.

There is no easy way to solve this problem notationally. We adopt the
following view as a compromise which is usually adequate for fixed-rate systems.
We will be most interested in pair processes that are stationary in the physical
sense, that is, whose statistics are not changed when both are shifted by an
equal amount of physical time. This is the same as stationarity with respect
to the product shift if the two shifts correspond to equal amounts of physical
time. Hence for simplicity we will usually focus on this case. More general cases
will be introduced when appropriate to point out their form and how they can
be put into the matching shift structure by considering groups of symbols and
different shifts. This will necessitate occasional discussions about what is meant
by stationarity or ergodicity for a particular system.

The mathematical generalization of Shannon’s original notions of sources,
codes, and channels are due to Khinchine [72] [73]. Khinchine’s results char-
acterizing stationarity and ergodicity of channels were corrected and developed
by Adler [2].

9.2 Channels

Say we are given a source [A, X, u], that is, a sequence of A-valued random
variables {X,;;n € T} defined on a common probability space (Q, F, P) having
a process distribution x4 defined on the measurable sequence space (B7, B AT).
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We shall let X = {X,,;n € T} denote the sequence-valued random variable,
that is, the random variable taking values in A7 according to the distribution
. Let B be another alphabet with a corresponding measurable sequence space
(A7,Bp”). We assume as usual that A and B are standard and hence so
are their sequence spaces and cartesian products. A channel [A,v, B] with
input alphabet A and output alphabet B (we denote the channel simply by v
when these alphabets are clear from context) is a family of probability measures
{ve;z € AT} on (B7,Bp”) (the output sequence space) such that for every
output event F' € Bg” v, (F) is a measurable function of z. This measurability
requirement ensures that the set function p specified on the joint input/output
space (AT x BT), BoT x BgT) by its values on rectangles as

p(Gx F) = / dp(x)vy(F); F € BgT,G € B4T,
G

is well defined. The set function p is nonnegative, normalized, and countably
additive on the field generated by the rectangles G x F, G € Ba”, F € Bg”.
Thus p extends to a probability measure on the joint input/output space, which
is sometimes called the hookup of the source p and channel v. We will often de-
note this joint measure by uv. The corresponding sequences of random variables
are called the input/output process.

Thus a channel is a probability measure on the output sequence space for
each input sequence such that a joint input/output probability measure is well-
defined. The above equation shows that a channel is simply a regular conditional
probability, in particular,

ve(F) =p((x,y) 1y € Flz); F € Bg” 2 € AT.

We can relate a channel to the notation used previously for conditional
distributions by using the sequence-valued random variables X = {X,;;n € 7}
and Y ={Y,;ne T}

ve(F) = Pyx(Flz). (9.1)

Eq. (1.26) then provides the probability of an arbitrary input/output event:

mmzfmwma»

where F, = {y: (z,y) € F} is the section of F at x.
If we start with a hookup p, then we can obtain the input distribution u as

w(F) =p(F x BT);F e B4”.
Similarly we can obtain the output distribution, say n, via
n(F)=p(AT x F);F € Bg”.

Suppose one now starts with a pair process distribution p and hence also
with the induced source distribution p. Does there exist a channel v for which
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p = pv? The answer is yes since the spaces are standard. One can always define
the conditional probability v, (F) = P(F x AT|X = z) for all input sequences z,
but this need not possess a regular version, that is, be a probability measure for
all z, in the case of arbitrary alphabets. If the alphabets are standard, however,
we have seen that a regular conditional probability measure always exists.

9.3 Stationarity Properties of Channels

We now define a variety of stationarity properties for channels that are related
to, but not the same as, those for sources. The motivation behind the var-
ious definitions is that stationarity properties of channels coupled with those
of sources should imply stationarity properties for the resulting source-channel
hookups.

The classical definition of a stationary channel is the following: Suppose that
we have a channel [A, v, B] and suppose that T4 and Tp are the shifts on the
input sequence space and output sequence space, respectively. The channel is
stationary with respect to T4 and Ty or (T4, Tg)-stationary if

ve(Tg'F) = vy, (F), 2 € AT, F € Bg”. (9.2)

If the transformations are clear from context then we simply say that the chan-
nel is stationary. Intuitively, a right shift of an output event yields the same
probability as the left shift of an input event. The different shifts are required
because in general only T4 and not Tglm exists since the shift may not be
invertible and in general only Tz 'F and not T F exists for the same reason. If
the shifts are invertible, e.g., the processes are two-sided, then the definition is
equivalent to

vrae(ToF) = vy (T F) = ve(F), allz € AT, F € Bp” (9.3)

that is, shifting the input sequence and output event in the same direction does
not change the probability.

The fundamental importance of the stationarity of a channel is contained in
the following lemma.

Lemma 9.3.1: If a source [A4, y], stationary with respect to T, is connected
to channel [A, v, B], stationary with respect to T4 and T, then the resulting
hookup pv is also stationary (with respect to the cartesian product shift 7' =
Taxp =Ta x Tp defined by T(x,y) = (Tazx, Ty)).

Proof: We have that

AT F) = [ du(eyn(T7F)).

Now
(T7'F)e ={y: T(x,y) € F} ={y : (Taz,Tpy) € F}

={y:Tpy € Fry.} =T5" Fr . (9.4)
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and hence
p(T7F) = [ duta)oa (T3 P

Since the channel is stationary, however, this becomes

pATF) = [ du(o)vra(Fran) = [ T3 @ F),

where we have used the change of variables formula. Since p is stationary,
however, the right hand side is

[ antayw. ()

which proves the lemma. O

Suppose next that we are told that a hookup pv is stationary. Does it then
follow that the source p and channel v are necessarily stationary? The source
must be since

(T F) = po((Ta x Tp) " (F x BT)) = u(F x BT) = u(F).

The channel need not be stationary, however, since, for example, the stationarity
could be violated on a set of u measure 0 without affecting the proof of the
above lemma. This suggests a somewhat weaker notion of stationarity which is
more directly related to the stationarity of the hookup. We say that a channel
[A,v, B] is stationary with respect to a source [A, p] if pv is stationary. We also
state that a channel is stationary p-a.e. if it satisfies (9.2) for all  in a set of
p-probability one. If a channel is stationary p-a.e. and p is stationary, then
the channel is also stationary with respect to p. Clearly a stationary channel
is stationary with respect to all stationary sources. The reason for this more
general view is that we wish to extend the definition of stationary channels to
asymptotically mean stationary channels. The general definition extends; the
classical definition of stationary channels does not.

Observe that the various definitions of stationarity of channels immediately
extend to block shifts since they hold for any shifts defined on the input and
output sequence spaces, e.g., a channel stationary with respect to T and T
could be a reasonable model for a channel or code that puts out K symbols
from an alphabet B every time it takes in N symbols from an alphabet A. We
shorten the name (T, TE )-stationary to (N, K)-stationary channel in this case.
A stationary channel (without modifiers) is simply a (1,1)-stationary channel in
this sense.

The most general notion of stationarity that we are interested in is that of
asymptotic mean stationarity We define a channel [A, v, B] to be asymptotically
mean stationary or AMS for a source [A, u] with respect to T4 and Tp if the
hookup pv is AMS with respect to the product shift T4 x Tg. As in the sta-
tionary case, an immediate necessary condition is that the input source be AMS
with respect to T4. A channel will be said to be (T4, Tp)-AMS if the hookup
is (T4, Tp)-AMS for all T4-AMS sources.
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The following lemma shows that an AMS channel is indeed a generalization
of the idea of a stationary channel and that the stationary mean of a hookup of
an AMS source to a stationary channel is simply the hookup of the stationary
mean of the source to the channel.

Lemma 9.3.2: Suppose that v is (T4, Tp)-stationary and that p is AMS
with respect to T4. Let i denote the stationary mean of 1 and observe that v
is stationary. Then the hookup pv is AMS with stationary mean

v = fiv.
Thus, in particular, v is an AMS channel.
Proof: We have that
(T F)e={y: (z,y) e TT'F} = {y: T'(z,y) € F}

={y: (Thz, Tpy) € F} ={y: Tpy € Fri,} = T5'Fri, (9.5)

and therefore since v is stationary

AT F) = [ dutayw, (T Fr)

— [dutarya(Fri) = [ AT @ (F),
Therefore

1 n—1
-t T'F
- ;MV( )

n—1
= Z /d,uTA () (F) T dii(z)v.(F) = v (F)
i=0
from Lemma 6.5.1 of [50]. This proves that pv is AMS and that the stationary
mean is pr. O

A final property crucial to quantifying the behavior of random processes is
that of ergodicity. Hence we define a (stationary, AMS) channel v to be ergodic
with respect to (T4, T) if it has the property that whenever a (stationary, AMS)
ergodic source (with respect to T4) is connected to the channel, the overall
input/output process is (stationary, AMS) ergodic. The following modification
of Lemma 6.7.4 of [50] is the principal tool for proving a channel to be ergodic.

Lemma 9.3.3: An AMS (stationary) channel [A, v, B] is ergodic if for all
AMS (stationary) sources p and all sets of the form F = Fax Fg, G = GAxGp
for rectangles Fu,G € BY and Fp,Gp € By we have that for p = pv

n—1

Jim S (T F()6) = p(E)(@), (9.6)
=0

where P is the stationary mean of p (p if p is already stationary).
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Proof: The proof parallels that of Lemma 6.7.4 of [50]. The result does
not follow immediately from that lemma since the collection of given sets does
not itself form a field. Arbitrary events F,G € B3, p can be approximated
arbitrarily closely by events in the field generated by the above rectangles and
hence given € > 0 we can find finite disjoint rectangles of the given form Fj,
Gy, i = 1,---, L such that if Fy = U=, F; and Gy = U, G, then p(FAFR),
p(GAGY), p(FAF), and p(GAGy) are all less than €. Then

LS ot 6) - ()
k=0

n—1 n—1
< I S pr 6 = L 3o p R\ Go)

‘H% iP(T_kFO [ Go) — p(Fo)p(Go)| + [P(Fo)p(Go) — p(F)p(G)|-
k=0

Exactly as in Lemma 6.7.4 of [50], the rightmost term is bound above by 2e
and the first term on the left goes to zero as n — co. The middle term is the
absolute magnitude of

n—

% Zp(T*’c UFl N UGj) fﬁ(U E)p(U Gj)

k=0 i J

= (% S T EG) - ﬁ(ﬂ-)p(c:j)) .
i, k=0

Each term in the finite sum converges to 0 by assumption. Thus p is ergodic
from Lemma 6.7.4 of [50]. O

Because of the specific class of sets chosen, the above lemma considered
separate sets for shifting and remaining fixed, unlike using the same set for
both purposes as in Lemma 6.7.4 of [50]. This was required so that the cross
products in the final sum considered would converge accordingly.

9.4 Examples of Channels

In this section a variety of examples of channels are introduced, ranging from the
trivially simple to the very complicated. The first two channels are the simplest,
the first being perfect and the second being useless (at least for communication
purposes).
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Example 9.4.1: Noiseless Channel
A channel [A, v, B] is said to be noiseless if A = B and

) ={y Tgr

that is, with probability one the channel puts out what goes in. Such a channel
is clearly stationary and ergodic.

Example 9.4.2: Completely Random Channel

Suppose that 7 is a probability measure on the output space (BT,BBT) and
define a channel

ve(F) =n(F),F € BgT,x e AT

Then it is easy to see that the input/output measure satisfies
p(G x F)=n(F)u(G); F € BgT,G € B47,

and hence the input/output measure is a product measure and the input and
output sequences are therefore independent of each other. This channel is called
a completely random channel or product channel because the output is indepen-
dent of the input. This channel is quite useless because the output tells us
nothing of the input. The completely random channel is stationary (AMS) if
the measure 7 is stationary (AMS). Perhaps surprisingly, such a channel need
not be ergodic even if 7 is ergodic since the product of two stationary and er-
godic sources need not be ergodic. (See, e.g., [21].) We shall later see that if n
is also assumed to be weakly mixing, then the resulting channel is ergodic.

A generalization of the noiseless channel that is of much greater interest is
the deterministic channel. Here the channel is not random, but the output is
formed by a general mapping of the input rather than being the input itself.

Example 9.4.3: Deterministic Channel and Sequence Coders

A channel [A, v, B] is said to be deterministic or nonrandom if each input string
is mapped into a fixed output string, that is, if there is a mapping f : A7 — B7

such that
_J1 flx)eG
”“G)‘{o @) ¢G

The mapping f must be measurable in order to satisfy the measurability as-
sumption of the channel. Note that such a channel can also be written as

Um(G) = 1f*1(G) ({E)
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Define a sequence coder as a deterministic channel, that is, a measurable
mapping from one sequence space into another. It is easy to see that for a
deterministic code we have a hookup specified by

p(F x G) = u(F () f1G))
and an output process with distribution

n(G) = u(f~1(G)).

A sequence coder is said to be (T4, Tp)-stationary (or just stationary) or
(TY, TK)-stationary (or just (N, K)-stationary) if the corresponding channel
is. Thus a sequence coder f is stationary if and only if f(Tsx) = T f(z) and
it is (V, K)- stationary if and only if f(T)z) = TE f(x).

Lemma 9.4.1: A stationary deterministic channel is ergodic.

Proof: From Lemma 9.3.3 it suffices to show that

n—1

.1 i
Jim -~ Z:Op(TAxBFﬂG) =p(F)P(G)
for all rectangles of the form F = Fa x Fg, Fa € BBT, Fgp € BaT and
G =G4 x Gp. Then

p(TiipF()G) = p(T1 Fa(Ga) x (T5'Fs[Gr))

= (T Fa(VGa) (1 (05 Fs () G

Since f is stationary and since inverse images preserve set theoretic operations,

fN T Fe(\Gp) = T4 f(Fs)( )" (GB)

and hence
n—1

% ZP(T,K;BFHG)

=0

= Y T E ) VGa )7 )

— mEA(VF Fp)uGa[ )£ H(GB)) = p(Fa x Fp)p(Ga x Gp)

n—oo

since p is ergodic. This means that the rectangles meet the required condition.
Some algebra then will show that finite unions of disjoint sets meeting the
conditions also meet the conditions and that complements of sets meeting the
conditions also meet them. This implies from the good sets principle (see, for
example, p. 14 of [50]) that the field generated by the rectangles also meets the
condition and hence the lemma is proved. O
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A stationary sequence coder has a simple and useful structure. Suppose one
has a mapping f : A7 — B, that is, a mapping that maps an input sequence into
an output letter. We can define a complete output sequence y corresponding to
an input sequence x by

yi = f(Tha)ieT, (9.7)

that is, we produce an output, then shift or slide the input sequence by one time
unit, and then we produce another output using the same function, and so on. A
mapping of this form is called an infinite length sliding block code because it pro-
duces outputs by successively sliding an infinite length input sequence and each
time using a fixed mapping to produce the output. The sequence-to-letter map-
ping implies a sequence coder, say f, defined by f(z) = {f(T}z);i € T}. Fur-
thermore, f(T4x) = T f(z), that is, a sliding block code induces a stationary

sequence coder. Conversely, any stationary sequence coder f induces a sliding
block code f for which (9.7) holds by the simple identification f(z) = (f(x))o,
the output at time 0 of the sequence coder. Thus the ideas of stationary se-
quence coders mapping sequences into sequences and sliding block codes map-
ping sequences into letters by sliding the input sequence are equivalent. We can
similarly define an (N, K )-sliding block code which is a mapping f : A7 — BX
which forms an output sequence y from an input sequence x via the construction

yhe = F(T4 ).

By a similar argument, (N, K)-sliding block coders are equivalent to (N, K)-
stationary sequence coders. When dealing with sliding block codes we will
usually assume for simplicity that K is 1. This involves no loss in generality
since it can be made true by redefining the output alphabet.

Example 9.4.4: B-processes

The above construction using sliding block or stationary codes provides an easy
description of an important class of random processes that has several nice
properties. A process is said to be a B-process or Bernoulli process if it can be
defined as a stationary coding of an independent identically distributed (i.i.d.)
process. Let p denote the original distribution of the i.i.d. process and let
denote the induced output distribution. Then for any output events F' and G

N(F(T5"G) = u(fH(F(T5"G)) = n(FH(F) (T4 FHE)),

since f is stationary. But p is stationary and mixing since it is i.i.d. (see Section
6.7 of [50]) and hence this probability converges to

and hence 7 is also mixing. Thus a B-process is mixing of all orders and hence
is ergodic with respect to T'g for all positive integers n.

While codes that depend on infinite input sequences may not at first glance
seem to be a reasonable physical model of a coding system, it is possible for
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such codes to depend on the infinite sequence only through a finite number of
coordinates. In addition, some real codes may indeed depend on an unboundedly
large number of past inputs because of feedback.
Suppose that we consider two-sided processes and that we have a measurable
mapping
D
¢: x A, — B
i=—M

and we define a sliding block code by

f(fE) = ¢($ifMa"'uxO7"'7mi+D)a

then f is a stationary sequence coder. The mapping ¢ is also called a sliding
block code or a finite-length sliding block code or a finite-window sliding block
code. M is called the memory of the code and D is called the delay of the code
since M past source symbols and D future symbols are required to produce the
current output symbol. The window length or constraint length of the code is
M+ D+1, the number of input symbols viewed to produce an output symbol. If
D = 0 the code is said to be causal. If M = 0 the code is said to be memoryless.

There is a problem with the above model if we wish to code a one-sided
source since if we wish to start coding at time 0, there are no input symbols with
negative indices. Hence we either must require the code be memoryless (M = 0)
or we must redefine the code for the first M instances (e.g., by “stuffing” the
code register with arbitrary symbols) or we must only define the output for times
i > M. For two-sided sources a finite-length sliding block code is stationary.
In the one-sided case it is not even defined precisely unless it is memoryless, in
which case it is stationary.

Another case of particular interest is when we have a measurable mapping
v : AN — BX and we define a sequence coder f(x) =y by

yf}( = (ynK, YnK+1," " ,y(n+1)K,1) = ’y(xiVN),

that is, the input is parsed into nonoverlapping blocks of length IV and each is
successively coded into a block of length K outputs without regard to past or
previous input or output blocks. Clearly N input time units must correspond
to K output time units in physical time if the code is to make sense. A code of
this form is called a block code and it is a special case of an (N, K) sliding block
code. Such a code is trivially (T}, T )-stationary.

We now return to genuinely random channels. The next example is perhaps
the most popular model for a noisy channel because of its simplicity.

Example 9.4.5: Memoryless channels

Suppose that g, () is a probability measure on Bp for all zy € A and that for
fixed F ,qs,(F) is a measurable function of xy. Let v be a channel specified by
its values on output rectangles by

i€eJ
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for any finite index set J C 7. Then v is said to be a memoryless channel.
Intuitively,
Pr(Y; € Fyi € J|X) = [[ Pr(¥; € Fil X,).
ieJ

For later use we pause to develop a useful inequality for mutual information
between the input and output of a memoryless channel. For contrast we also
describe the corresponding result for a memoryless source and an arbitrary
channel.

Lemma 9.4.2: Let {X,} be a source with distribution p and let v be a
channel. Let {X,,Y,} be the hookup with distribution p. If the channel is
memoryless, then for any n

n—1
I(X™Y™) <> I(X3:Y)
=0

If instead the source is memoryless, then the inequality is reversed:
n—1
I(X™Y™) =Y I(X3:Y)).
i=0
Thus if both source and channel are memoryless,

n—1
I(X™Y™) =) I(XY)).
i=0
Proof: First suppose that the process is discrete. Then
I(X™Y")y=HY")—- H(Y"X").

Since by construction

n—1
Pyuxn(y™a") = T Projxo (vile:)
i=0
an easy computation shows that
n—1
H(Y"|X™) =Y H(Yi|X)).
i=0
This combined with the inequality
n—1
HY™) <> H(Y:)
i=0

(Lemma 2.3.2 used several times) completes the proof of the memoryless channel
result for finite alphabets. If instead the source is memoryless, we have

I(Xn7yn) — H(Xn) _ H(anyn)
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n—1

=Y H(X;)— HX"[Y™).
=0

Extending Lemma 2.3.2 to conditional entropy yields

n—1
H(X"Y™) <Y H(Xi|Y™)
=0

which can be further overbounded by using Lemma 2.5.2 (the fact that reducing
conditioning increases conditional entropy) as

n—1
H(X"|Y™) <Y H(X|Y;)
i=0
which implies that
n—1 n—1
I(X™Y") > Y H(X) - HX|Y:) = Y I(X;;Ya),
i=0 i=0

which completes the proof for finite alphabets.

To extend the result to standard alphabets, first consider the case where the
Y™ are quantized to a finite alphabet. If the Y, are conditionally independent
given X*, then the same is true for q(Yx), k=0,1,--- ,;n—1. Lemma 5.5.6 then
implies that as in the discrete case, I(X™;Y"™) = H(Y"™) — H(Y™|X™) and the
remainder of the proof follows as in the discrete case. Letting the quantizers
become asymptotically accurate then completes the proof. O

In fact two forms of memorylessness are evident in a memoryless channel.
The channel is input memoryless in that the probability of an output event
involving {Y;;i € {k,k +1,---,m}} does not involve any inputs before time k,
that is, the past inputs. The channel is also input nonanticipatory since this
event does not depend on inputs after time m, that is, the future inputs. The
channel is also output memoryless in the sense that for any given input z, output
events involving nonoverlapping times are independent, i.e.,

ve(Y1 € Fi[|Ya € F2) = v (Y1 € Fy)va(Y2 € ).

We pin down these ideas in the following examples.

Example 9.4.6: Channels with finite input memory and
anticipation

A channel v is said to have finite input memory of order M if for all one-sided
events F' and all n

l/;c((Yn,Yn+17. . ) = F) = yw/((Yn7Yn+1’ .. ) c F)
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whenever z; = a} for i > n — M. In other words, for an event involving Y;’s
after some time n, knowing only the inputs for the same times and M time
units earlier completely determines the output probability. Channels with finite
input memory were introduced by Feinstein [40]. Similarly v is said to have
finite anticipation of order L if for all one-sided events F' and all n

ve((--,Yn) €F) = v ((---,Yn) € F)

provided x; = x; for i < n+ L. That is, at most L future inputs must be known
to determine the probability of an event involving current and past outputs.

Example 9.4.7: Channels with finite output memory

A channel v is said to have finite output memory of order K if for all one-sided
events F' and G and all inputs z, if £ > K then

vo((-+ V) € F(\Yntir- ) € G) = vial(--+, Ya) € F)va (Yo ) € G);

that is, output events involving output samples separated by more than K time
units are independent. Channels with finite output memory were introduced by
Wolfowitz [150].

Channels with finite memory and anticipation are historically important as
the first real generalizations of memoryless channels for which coding theorems
could be proved. Furthermore, the assumption of finite anticipation is physi-
cally reasonable as a model for real-world communication channels. The finite
memory assumptions, however, exclude many important examples, e.g., finite-
state or Markov channels and channels with feedback filtering action. Hence
we will emphasize more general notions which can be viewed as approximations
or asymptotic versions of the finite memory assumption. The generalization of
finite input memory channels requires some additional tools and is postponed
to the next chapter. The notion of finite output memory can be generalized by
using the notion of mixing.

Example 9.4.8: Output mixing channels

A channel is said to be output mixing (or asymptotically output independent
or asymptotically output memoryless) if for all output rectangles F' and G and
all input sequences x

lim v, (T7"F () G) = va(T™"F)v,(G)| = 0.

n—oo

More generally it is said to be output weakly mizring if

n—oo 1, 4

lim 1 i V(T F () G) = valT ™' F)va(G)| = 0.
=0
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Unlike mixing systems, the above definitions for channels place conditions only
on output rectangles and not on all output events. Output mixing channels
were introduced by Adler [2].

The principal property of output mixing channels is provided by the following
lemma.

Lemma 9.4.3: If a channel is stationary and output weakly mixing, then
it is also ergodic. That is, if v is stationary and output weakly mixing and if p
is stationary and ergodic, then also pv is stationary and ergodic.

Proof: The process uv is stationary by Lemma 9.3.1. To prove that it is
ergodic it suffices from Lemma 9.3.3 to prove that for all input/output rectangles
of the form F = Fp x Fa, Fg € B4, Fa € Bg”, and G = Gp x G4 that

n—1

Lo —i —
nlLIr;O - ;:0 uv(T FﬂG) = uv(F)uv(G).
We have that
n—1
1 —i
- ;:0 uv(T FﬂG) —m(F)m(Q)

:—Zpﬂ/ ZP’B(]G'B (T;iFAﬂGA))—uV(FBXFA)[LV(GBXGA)

:_Z/ ’LFAﬂGA )VxT FBmGB NJV(FBXFA),UJ(GBXGA)

15 —i
B (n i= </TAiFAﬂGA du(@)vs(T5 Fi () Gp)

i )
/T;iFAﬂGA du(z)v, (T FB)W(G,;;))) + (n Z

1=0

|
—

(/ ‘ du(x)v, (T Fp)ve(Gg) — uv(Fp x Fa)uv(Gp x GA)>> .
T,'Fa[)Ga

The first term is bound above by

_Z/T . nG )|V;c T FBﬂGB _Vaj(T FB)V£(GB)|
1 n—1 ) )
< [dut@)s 3 (15 Fa (\Gr) — valT Fa)oa(Gi)|
i=0

which goes to zero from the dominated convergence theorem since the integrand
converges to zero from the output weakly mixing assumption. The second term
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can be expressed using the stationarity of the channel as

n—1

(@) () S Uy (Th)vr o (Fp) = pur(F)un(G).
i=0

Fy

The ergodic theorem implies that as n — oo the sample average goes to its
expectation

[ dnte) e, @ra(Fr) = ()
and hence the above formula converges to 0, proving the lemma. O

The lemma provides an example of a completely random channel that is also
ergodic in the following corollary.

Corollary 9.4.1: Suppose that v is a stationary completely random channel
described by an output measure 7. If 7 is weakly mixing, then v is ergodic. That
is, if p is stationary and ergodic and 7 is stationary and weakly mixing, then
uy = p X n is stationary and ergodic.

Proof: If n is weakly mixing, then the channel v defined by v, (F) = n(F),
all z € AT, F € Bp? is output weakly mixing. Thus ergodicity follows from
the lemma. O

The idea of a memoryless channel can be extended to a block memoryless
or block independent channel, as described next.

Example 9.4.9: Block Memoryless Channels

Suppose now that we have an integers N and K (usually K’ = N) and a probabil-
ity measure g~ (-) on BE for each 2V € AN such that g~ (F) is a measurable
function of zN for each F € Bg . Let v be specified by its values on output
rectangles by

%]

=0

where G; € Bp, all i, where | z] is the largest integer contained in z, and where

m4(i+1)K—1
P = X Fj
j=m4iK
with F; = B if j > m 4 n. Such channels are called block memoryless channels
or block independent channels. They are a special case of the following class of
channels.

Example 9.4.10: Conditionally Block Independent Chan-
nels

A conditionally block independent or CBI channel resembles the block memory-
less channel in that for a given input sequence the outputs are block independent.
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It is more general, however, in that the conditional probabilities of the output
block may depend on the entire input sequence (or at least on parts of the input
sequence not in the same time block). Thus a channel is CBI if its values on
output rectangles satisfy

L%
ve(y:yi € Fsi=m,---,m+n—1) = H ve(y : yhy € Gi).
i=0
where as before
m+(i+1)K—1
P = X Fj
j=m+iK

with F; = B if j > m + n. Block memoryless channels are clearly a special
case of CBI channels. These channels have only finite output memory, but
unlike the block memoryless channels they need not have finite input memory
or anticipation.

The primary use of block memoryless channels is in the construction of a
channel given finite-dimensional conditional probabilities, that is, one has prob-
abilities for output K-tuples given input N-tuples and one wishes to model a
channel consistent with these finite-dimensional distributions. The finite dimen-
sional distributions themselves may be the result of an optimization problem or
an estimate based on observed behavior. An immediate problem is that a chan-
nel constructed in this manner may not be stationary, although it is clearly
(N, K)-stationary. The next example shows how to modify a block memoryless
channel so as to produce a stationary channel. The basic idea is to occasion-
ally insert some random spacing between the blocks so as to “stationarize” the
channel.

Before turning to the example we first develop the technical details required
for producing such random spacing.

Random Punctuation Sequences

We demonstrate that we can obtain a sequence with certain properties by sta-
tionary coding of an arbitrary stationary and ergodic process. The lemma is a
variant of a theorem of Shields and Neuhoff [133] as simplified by Neuhoff and
Gilbert [108] for sliding block codings of finite alphabet processes. One of the
uses to which the result will be put is the same as theirs: constructing sliding
block codes from block codes.

Lemma 9.4.4: Suppose that {X,} is a stationary and ergodic process.
Then given N and 6 > 0 there exists a stationary (or sliding block) coding
f: AT —{0,1,2} yielding a ternary process {Z, } with the following properties:

(a) {Z,} is stationary and ergodic.

(b) {Z,} has a ternary alphabet {0, 1,2} and it can output only N-cells of the
form 011---1 (0 followed by N — 1 ones) or individual 2’s. In particular,
each 0 is always followed by at exactly N —1 1’s.
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(c) For all integers k

1-6
TgPr(Z,?’:Ollml)g

==

and hence for any n

Pr(Z, isin an N —cell) > 1 — 4.

A process {Z,} with these properties is called an (N,d)-random blocking
process or punctuation sequence {Z,}.

Proof: A sliding block coding is stationary and hence coding a stationary
and ergodic process will yield a stationary and ergodic process (Lemma 9.4.1)
which proves the first part. Pick an ¢ > 0 such that eN < ¢§. Given the
stationary and ergodic process {X,,} (that is also assumed to be aperiodic in
the sense that it does not place all of its probability on a finite set of sequences)
we can find an event G € BaT having probability less than e. Consider the
event F' = G — Ufi_ll TG, that is, F is the collection of sequences z for which
r€G,but Tz ¢ G fori=1,---, N — 1. We next develop several properties of
this set.

First observe that obviously u(F) < u(G) and hence

w(F) <e.

The sequence of sets T*F are disjoint since if y € T~'F, then Ty € F C G
and Tty ¢ G for [ = 1,---,N — 1, which means that 77y ¢ G and hence
Tiy g F for N — 1> j > i. Lastly we need to show that although F may have
small probability, it is not 0. To see this suppose the contrary, that is, suppose
that (G — JN,'T7'G) = 0. Then

w@N(U 776 = (@) — e (U 776)) = @)

and hence H(Ufi}l T'G|G) = 1. In words, if G occurs, then it is certain to
occur again within the next N shifts. This means that with probability 1 the
relative frequency of G in a sequence x must be no less than 1/N since if it
ever occurs (which it must with probability 1), it must thereafter occur at least
once every N shifts. This is a contradiction, however, since this means from the
ergodic theorem that p(G) > 1/N when it was assumed that u(G) < e < 1/N.
Thus it must hold that pu(F) > 0.

We now use the rare event F' to define a sliding block code. The general
idea is simple, but a more complicated detail will be required to handle a special
case. Given a sequence z, define n(z) to be the smallest i for which T%z € F;
that is, we look into the future to find the next occurrence of F. Since F has
nonzero probability, n(x) will be finite with probability 1. Intuitively, n(x)
should usually be large since F' has small probability. Once F' is found, we code
backwards from that point using blocks of a 0 prefix followed by N —1 1’s. The
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appropriate symbol is then the output of the sliding block code. More precisely,
if n(x) = kN + [, then the sliding block code prints a 0 if [ = 0 and prints a
1 otherwise. This idea suffices until the event F' actually occurs at the present
time, that is, when n(z) = 0. At this point the sliding block code has just
completed printing an N-cell of 0111 ---1. It should not automatically start a
new N-cell, because at the next shift it will be looking for a new F in the future
to code back from and the new cells may not align with the old cells. Thus
the coder looks into the future for the next F';that is, it again seeks n(z), the
smallest i for which Tz € F. This time n(z) must be greater than or equal to
N since z is now in F and T~'F are disjoint for i = 1,--- N — 1. After finding
n(x) = kN + [, the coder again codes back to the origin of time. If [ = 0, then
the two codes are aligned and the coder prints a 0 and continues as before. If
I # 0, then the two codes are not aligned, that is, the current time is in the
middle of a new code word. By construction [ < N — 1. In this case the coder
prints [ 2’s (filler poop) and shifts the input sequence I times. At this point
there is an n(z) = kN for such that T"(*)z € F and the coding can proceed as
before. Note that k is at least one, that is, there is at least one complete cell
before encountering the new F'.

By construction, 2’s can occur only following the event F' and then no more
than N 2’s can be produced. Thus from the ergodic theorem the relative fre-
quency of 2’s (and hence the probability that Z,, is not in an N-block) is no
greater than

n—1 n—1

1 ) 1 )
Jim_ ; 12(Zo(T"z)) < lim — ; 1p(T' )N

= Nu(F) < N% =, (9.8)

that is,
Pr(Z, isin an N —cell) > 1 — 4.

Since Z,, is stationary by construction,
Pr(ZY =011---1) = Pr(Z}¥ = 011---1) for all k.
Thus
1 N-1
Pr(z) =011---1) = v ;Pr(zé\[ =011---1).

The events {Z = 011---1}, k = 0,1,---, N — 1 are disjoint, however, since
there can be at most one 0 in a single block of N symbols. Thus

N-1
NPr(ZN =011---1) = > Pr(Z) =011---1)
k=0
N-1

=Pr(|J{Z) =o011---1}). (9.9)
k=0
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Thus since the rightmost probability is between 1 — § and 1,
1
N >Pr(Z) =011---1) >

which completes the proof. O

The following corollary shows that a finite length sliding block code can be
used in the lemma.

Corollary 9.4.2: Given the assumptions of the lemma, a finite-window
sliding block code exists with properties (a)-(c).

Proof: The sets G and hence also F' can be chosen in the proof of the
lemma to be finite dimensional, that is, to be measurable with respect to
o(X_k, -, Xk) for some sufficiently large K. Choose these sets as before
with §/2 replacing 0. Define n(x) as in the proof of the lemma. Since n(z) is
finite with probability one, there must be an L such that if

B ={z:n(z) > L},
then

é

Modify the construction of the lemma so that if n(x) > L, then the sliding block
code prints a 2. Thus if there is no occurrence of the desired finite dimensional
pattern in a huge bunch of future symbols, a 2 is produced. If n(x) < L, then f
is chosen as in the proof of the lemma. The proof now proceeds as in the lemma
until (9.8), which is replaced by

n—1 n—1 n—1

1 : 1 1 ;
Jim ; 12(Zo(T"z)) < lim ~ ; Ly, (T'z) + lim — ; 1p(T'z)N

<.
The remainder of the proof is the same. O
Application of the lemma to an i.i.d. source and merging the symbols 1 and
2 in the punctuation process immediately yield the following result since coding
an i.i.d. process yields a B-process which is therefore mixing.

Corollary 9.4.3: Given an integer N and a § > 0 there exists an (N, 0)-
punctuation sequence {7, } with the following properties:

(a) {Z.} is stationary and mixing (and hence ergodic).
(b) {Z,} has a binary alphabet {0,1} and it can output only N-cells of the

form 011---1 (0 followed by N — 1 ones) or individual ones, that is, each
zero is always followed by at least N — 1 ones.

(c) For all integers k
1

194
TgPr(Z,§V=011.--1)gN

and hence for any n

Pr(Z, isin an N —cell) > 1 — 4.
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Example 9.4.11: Stationarized Block Memoryless Channel

Intuitively, a stationarized block memoryless (SBM) channel is a block memo-
ryless channel with random spacing inserted between the blocks according to a
random punctuation process. That is, when the random blocking process pro-
duces N-cells (which is most of the time), the channel uses the N-dimensional
conditional distribution. When it is not using an N cell, the channel produces
some arbitrary symbol in its output alphabet. We now make this idea precise.
Let N, K, and ¢,~(-) be as in the previous example. We now assume that
K = N, that is, one output symbol is produced for every input symbol and
hence output blocks have the same number of symbols as input blocks. Given
d > 0 let v denote the distribution of an (NN, §)-random blocking sequence {Z,, }.
Let yu xy denote the product distribution on (A7 x {0,1}7, B} x B%,l}); that is,
p % 7y is the distribution of the pair process {X,, Z,} consisting of the original
source {X,,} and the random blocking source {Z,} with the two sources being
independent of one another. Define a regular conditional probability (and hence
a channel) 7, .(F), F € {Bg}?,x € AT, 2 € {0,1}7 by its values on rectangles
as follows: Given z, let Jy(z) denote the collection of indices 4 for which z; is
not in an N-cell and let J;(z) denote those indices 7 for which z; = 0, that
is, those indices where N-cells begin. Let ¢* denote a trivial probability mass
function on B placing all of its probability on a reference letter b*. Given an
output rectangle

F:{y: ijFj;jE.j}:_X Fj,
JjeT

define

« i+N—-1
m(F)= [ «@®) [ @ x F,
iEJmJo(z) iEJﬂJl(z)

where we assume that F; = B if i ¢ J. Connecting the product source p x y
to the channel 7 yields a hookup process {X,,, Z,,Y,} with distribution, say,
r, which in turn induces a distribution p on the pair process {X,,Y,} having
distribution p on {X,,}. If the alphabets are standard, p also induces a regular
conditional probability for Y given X and hence a channel v for which p = uv.
A channel of this form is said to be an (N, §)-stationarized block memoryless or
SBM channel.

Lemma 9.4.5:An SBM channel is stationary and ergodic. Thus if a sta-
tionary (and ergodic) source y is connected to a v, then the output is stationary
(and ergodic).

Proof: The product source X is stationary and the channel 7 is stationary,
hence so is the hookup (uxv)m or {X,,, Zn, Yn}. Thus the pair process {X,,,Y,}
must also be stationary as claimed. The product source p X 7 is ergodic from
Corollary 9.4.1 since it can be considered as the input/output process of a
completely random channel described by a mixing (hence also weakly mixing)
output measure. The channel 7 is output strongly mixing by construction and
hence is ergodic from Lemma 9.4.1. Thus the hookup (1 X v)7m must be ergodic.
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This implies that the coordinate process {X,,Y,} must also be ergodic. This
completes the proof. O

The block memoryless and SBM channels are principally useful for proving
theorems relating finite-dimensional behavior to sequence behavior and for sim-
ulating channels with specified finite dimensional behavior. The SBM channels
will also play a key role in deriving sliding block coding theorems from block
coding theorems by replacing the block distributions by trivial distributions,
i.e., by finite-dimensional deterministic mappings or block codes.

The SMB channel was introduced by Pursley and Davisson [29] for finite
alphabet channels and further developed by Gray and Saadat [61], who called it
a randomly blocked conditionally independent (RBCI) channel. We opt for the
alternative name because these channels resemble block memoryless channels
more than CBI channels.

We now consider some examples that provide useful models for real-world
channels.

Example 9.4.12: Primitive Channels

Primitive channels were introduced by Neuhoff and Shields [113],[110] as a phys-
ically motivated general channel model. The idea is that most physical channels
combine the input process with a separate noise process that is independent of
the signal and then filter the combination in a stationary fashion. The noise
is assumed to be i.i.d. since the filtering can introduce dependence. The con-
struction of such channels strongly resembles that of the SBM channels. Let
be the distribution of an i.i.d. process {Z,} with alphabet W, let pu x v de-
note the product source formed by an independent joining of the original source
distribution p and the noise process Z,,, let m denote the deterministic channel
induced by a stationary sequence coder f : AZ x W7 — BT mapping an in-
put sequence and a noise sequence into an output sequence. Let 7 = (u X )7
denote the resulting hookup distribution and {X,,, Z,, Y, } denote the resulting
process. Let p denote the induced distribution for the pair process {X,,Y,}.
If the alphabets are standard, then p and u together induce a channel v, (F),
z € AT, F € BgT. A channel of this form is called a primitive channel.

Lemma 9.4.6: A primitive channel is stationary with respect to any sta-
tionary source and it is ergodic. Thus if p is stationary and ergodic and v is
primitive, then pv is stationary and ergodic.

Proof: Since pu is stationary and ergodic and ~y is i.i.d. and hence mixing,
u X v is stationary and ergodic from Corollary 9.4.1. Since the deterministic
channel is stationary, it is also ergodic from Lemma 9.4.1 and the resulting
triple {X,,, Z,,, Y, } is stationary and ergodic. This implies that the component
process {X,,,Y,,} must also be stationary and ergodic, completing the proof. O

Example 9.4.13: Additive Noise Channels

Suppose that {X,} is a source with distribution p and that {W,} is a “noise”
process with distribution ~. Let {X,,, W, } denote the induced product source,
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that is, the source with distribution p x v so that the two processes are indepen-
dent. Suppose that the two processes take values in a common alphabet A and
that A has an addition operation +, e.g., it is a semi-group. Define the sliding
block code f by f(x,w) = x¢+wo and let f denote the corresponding sequence
coder. Then as in the primitive channels we have an induced distribution r on
triples {X,,, W,,Y,} and hence a distribution on pairs {X,,Y,} which with pu
induces a channel v if the alphabets are standard. A channel of this form is
called a additive noise channel or a signal-independent additive noise channel.
If the noise process is a B-process, then this is easily seen to be a special case
of a primitive channel and hence the channel is stationary with respect to any
stationary source and ergodic. If the noise is only known to be stationary, the
channel is still stationary with respect to any stationary source. Unless the
noise is assumed to be at least weakly mixing, however, it is not known if the
channel is ergodic in general.

Example 9.4.14: Markov Channels

We now consider a special case where A and B are finite sets with the same
number of symbols. For a fixed positive integer K, let P denote the space
of all K x K stochastic matrices P = {P(i,5);i,5 = 1,2,---,K}. Using the
Euclidean metric on this space we can construct the Borel field P of subsets of
P generated by the open sets to form a measurable space (P,P). This, in turn,
gives a one-sided or two-sided sequence space (P7,P7).

A map ¢ : AT — P7 is said to be stationary if ¢Ty = Tpp. Given a
sequence P € P77, let M(P) denote the set of all probability measures on
(BT7 BT) with respect to which Y, Y41, Yinto, - - - forms a Markov chain with
transition matrices Py, Pyy1,--- for any integer m, that is, A € M(P) if and
only if for any m

n—1
= A[Ym = ym] H Pi(yivyi+1)7 n>MyYm, ,Yn € B.
=m
In the one-sided case only m = 1 need be verified. Observe that in general the
Markov chain is nonhomogeneous.

A channel [A, v, B] is said to be Markowv if there exists a stationary measur-
able map ¢ : A7 — P7 such that v, € M(¢(x)), z € A7.

Markov channels were introduced by Kieffer and Rahe [86] who proved that
one-sided and two-sided Markov channels are AMS. Their proof is not included
as it is lengthy and involves techniques not otherwise used in this book. The
channels are introduced for completeness and to show that several important
channels and codes in the literature can be considered as special cases. A variety
of conditions for ergodicity for Markov channels are considered in [60]. Most are
equivalent to one already considered more generally here: A Markov channel is
ergodic if it is output mixing.

The most important special cases of Markov channels are finite state channels
and codes. Given a Markov channel with stationary mapping ¢, the channel
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is said to be a finite state channel (FSC) if we have a collection of stochastic
matrices P, € P; a € A and that ¢(x),, = P,, , that is, the matrix produced by ¢
at time n depends only on the input at that time, z,,. If the matrices P,; a € A
contain only 0’s and 1’s, the channel is called a finite state code. There are
several equivalent models of finite state channels and we pause to consider an
alternative form that is more common in information theory. (See Gallager [43],
Ch. 4, for a discussion of equivalent models of FSC’s and numerous physical
examples.) An FSC converts an input sequence x into an output sequence y
and a state sequence s according to a conditional probability

Pr(Yy =y, Sk = si; k=m, - ,n|X; = x;,5; = s;; 1 <m)

n
= H P(y;, silxi, si-1),
=m
that is, conditioned on X;, S;_1, the pair Y;, S; is independent of all prior inputs,
outputs, and states. This specifies a FSC defined as a special case of a Markov
channel where the output sequence above is here the joint state-output sequence
{yi, 8;}. Note that with this setup, saying the Markov channel is AMS implies
that the triple process of source, states, and outputs is AMS (and hence obvi-
ously so is the Gallager input-output process). We will adapt the Kieffer-Rahe
viewpoint and call the outputs {Y,,} of the Markov channel states even though
they may correspond to state-output pairs for a specific physical model.

In the two-sided case, the Markov channel is significantly more general than
the FSC because the choice of matrices ¢(x); can depend on the past in a very
complicated (but stationary) way. One might think that a Markov channel is
not a significant generalization of an FSC in the one-sided case, however, be-
cause there stationarity of ¢ does not permit a dependence on past channel
inputs, only on future inputs, which might seem physically unrealistic. Many
practical communications systems do effectively depend on the future, however,
by incorporating delay in the coding. The prime example of such look-ahead
coders are trellis and tree codes used in an incremental fashion. Such codes in-
vestigate many possible output strings several steps into the future to determine
the possible effect on the receiver and select the best path, often by a Viterbi
algorithm. (See, e.g., Viterbi and Omura [145].) The encoder then outputs only
the first symbol of the selected path. While clearly a finite state machine, this
code does not fit the usual model of a finite state channel or code because of
the dependence of the transition matrix on future inputs (unless, of course, one
greatly expands the state space). It is, however, a Markov channel.

Example 9.4.15: Cascade Channels

We will often wish to connect more than one channel in cascade in order to
form a communication system, e.g., the original source is connected to a de-
terministic channel (encoder) which is connected to a communications channel
which is in turn connected to another deterministic channel (decoder). We now
make precise this idea. Suppose that we are given two channels [4, (), C] and



9.4. EXAMPLES OF CHANNELS 183

[C,v3), B]. The cascade of v(1) and v(?) is defined as the channel [A, v, B] given
by

vy (F) = /CT uff)(F) dug(cl)(u).

In other words, if the original source sequence is X, the output to the first
channel and input to the second is U, and the output of the second channel is
Y, then vi"(F) = Pyix(Flz), v (G) = Pyy(Glu), and v,(G) = Py x(Glz).
Observe that by construction X — U — Y is a Markov chain.

Lemma 9.4.7: A cascade of two stationary channels is stationary.

Proof: Let T denote the shift on all of the spaces. Then

ve(TT'F) = / V(T FYdyV (u).
CT

= / v (F)dv VT~ ().
C'T

But ug(cl)(T_lF) = vpz(MD(F), that is, the measures vV and u(Tlm) are iden-
tical and hence the above integral is

/ v (F) dvil) (u) = vra (F),
CT

proving the lemma. O

Example 9.4.16: Communication System

A communication system consists of a source [A,u], a sequence encoder f :
A7 — B7 (a deterministic channel), a channel [B,v, B], and a sequence de-
coder g : B'T — AT. The overall distribution r is specified by its values on
rectangles as

T‘(Fl X F2 X F3 X F4) = / du(l‘)Vf(z)(F3 ﬂg_l(F4))
()1 (F2)

Denoting the source by {X,,}, the encoded source or channel input process by
{U,}, the channel output process by {Y,}, and the decoded process by {X,},
then r is the distribution of the process {X,,, U, Ya, Xn} If we let X,U,Y, and
X denote the corresponding sequences, then observe that X — U — Y and
U — Y — X are Markov chains. We abbreviate a communication system to
[, f,v, 9]

It is straightforward from Lemma 9.4.7 to show that if the source, channel,
and coders are stationary, then so is the overall process.

The following is a basic property of a communication system: If the com-
munication system is stationary, then the mutual information rate between the
overall input and output cannot that exceed that over the channel. The result
is often called the data processing theorem.
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Lemma 9.4.8: Suppose that a communication system is stationary in the
sense that the process {X,,,U,,Y,, X, } is stationary. Then

I(U;Y) > I[(X;Y) > I(X; X). (9.10)
If {U,} has a finite alphabet or if it has has the K-gap information property
(6.13) and I(UX,Y) < 0o, then
I(X;X) < I(U;Y).
Proof: Since {X,,} is a stationary deterministic encoding of the {Y;, }
I(X; X) < I"(X;Y).

From Theorem 6.4.1 the right hand side is bounded above by I(X;Y). For each
n
I(X™Y™) < I(X™,U);Y")
=IY"U)+ I(X™Y™MU)=1(Y™,U),
where U = {U,,n € T} and we have used the fact that X — U — Y is
a Markov chain and hence so is XV — U — Y¥ and hence the conditional
mutual information is 0 (Lemma 5.5.2). Thus

I(X;Y) < lim I(Y™;U) = 1(Y;U).
Applying Theorem 6.4.1 then proves that
I(X; X) < I(Y;U).
If {U,} has finite alphabet or has the K-gap information property and I(UX,Y) <

00, then from Theorems 6.4.1 or 6.4.3, respectively, I(Y;U) = I((Y;U), com-
pleting the proof. O

The lemma can be easily extended to block stationary processes.

Corollary 9.4.4: Suppose that the process of the previous lemma is not sta-
tionary, but is (N, K)-stationary in the sense that the vector process { XNy, UK. V.5 XN}
is stationary. Then

_ N K -
I(X: X) < LIU:Y).

Proof: Apply the previous lemma to the stationary vector sequence to find
that ~ . ~
I(XN, XN) < (UK YE).
But 1
I(XN: XNy = lim —I1(X"N; X"N)

n—oo N,
which is the limit of the expectation of the information densities n=1% XN g0 N
which is NV times a subsequence of the densities n~14 xn gn, Whose expectation
converges to I(X;Y). Thus
I(XN; XNy = NI(X; X).

A similar manipulation for I(UX;YX) completes the proof. O
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9.5 The Rohlin-Kakutani Theorem

The punctuation sequences of Section 9.4 provide a means for converting a block
code into a sliding block code. Suppose, for example, that {X,} is a source
with alphabet A and ~y is a block code, vy : AN — BY. (The dimensions
of the input and output vector are assumed equal to simplify the discussion.)
Typically B is binary. As has been argued, block codes are not stationary.
One way to stationarize a block code is to use a procedure similar to that
used to stationarize a block memoryless channel: Send long sequences of blocks
with occasional random spacing to make the overall encoded process stationary.
Thus, for example, one could use a sliding block code to produce a punctuation
sequence {Z,} as in Corollary 9.4.2 which produces isolated 0’s followed by KN
1’s and occasionally produces 2’s. The sliding block code uses yx to encode a
sequence of K source blocks X,JIV,X,{L_N, cee X7]y+(K—1)N if and only if Z,, = 0.
For those rare times [ when Z; = 2, the sliding block code produces an arbitrary
symbol b* € B. The resulting sliding block code inherits many of the properties
of the original block code, as will be demonstrated when proving theorems
for sliding block codes constructed in this manner. In fact this construction
suffices for source coding theorems, but an additional property will be needed
when treating the channel coding theorems. The shortcoming of the results of
Lemma 9.4.4 and Corollary 9.4.2 is that important source events can depend
on the punctuation sequence. In other words, probabilities can be changed by
conditioning on the occurrence of Z,, = 0 or the beginning of a block code word.
In this section we modify the simple construction of Lemma 9.4.4 to effectively
obtain a new punctuation sequence that is approximately independent of certain
prespecified events. The result is a variation of the Rohlin-Kakutani theorem
of ergodic theory [127] [71]. The development here is patterned after that in
Shields [131].

We begin by recasting the punctuation sequence result in different terms.
Given a stationary and ergodic source {X,} with a process distribution p and
a punctuation sequence {Z,} as in Section 9.4, define the set F' = {z : Zn(z) =
0}, where € A is a two-sided sequence © = (---,z_1,20,21, ). Let T
denote the shift on this sequence space. Restating Corollary 9.4.2 yields the

following.
Lemma 9.5.1: Given § > 0 and an integer N, an L sufficiently large and a
set F' of sequences that is measurable with respect to (X_p,---, X) with the

following properties:

(A) The sets T°F, i =0,1,---, N — 1 are disjoint.
(5 1-9 1
——— <uF)< —=.
N SHE) S5

(©)

N-1

1-s<u(|JTP).
=0
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So far all that has been done is to rephrase the punctuation result in more
ergodic theory oriented terminology. One can think of the lemma as repre-
senting sequence space as a “base” S together with its disjoint shifts 7°¢S; i =
1,2,---, N — 1, which make up most of the space, together with whatever is left
over, a set G = Ui]i_ol T'F, a set which has probability less than § which will be
called the “garbage set.” This picture is called a tower. The basic construction
is pictured in Figure 9.1.

G
TNF
T3F
A
T°F
A
TF
A
F
Figure 9.1: Rohlin-Kakutani Tower
Next consider a partition P = {P;; i = 0,1,---,||P|]| — 1} of A>. One
example would be the partition of a finite alphabet sequence space into its
possible outputs at time 0, that is, P, = {z : 29 = a;} for i =0,1,---,||A]| — L.

Another partition would be according to the output of a sliding block coding of
2. The most important example, however, will be when there is a finite collection
of important events that we wish to force to be approximately independent of
the punctuation sequence and P is chosen so that the important events are
unions of atoms of P.

We now can state the main result of this section.

Lemma 9.5.2: Given the assumptions of Lemma 9.5.1, L and F can be
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chosen so that in addition to properties (A)-(C) it is also true that

(D)
w(Pi|F) = w(P|T'F); 1=1,2,---,N — 1, (9.11)
N-1
p(P|F) = u(Py| | ) TFF) (9.12)
k=0
and 1
(PiﬂF) < NM(PJ (9.13)

Comment: Eq. (9.13) can be interpreted as stating that P; and F are
approximately independent since 1/N is approximately the probability of F'.
Only the upper bound is stated as it is all we need. Eq. (9.11) also implies that
w(P; (N F) is bound below by (u(P;) — §)u(F).

Proof: Eq. (9.12) follows from (9.11) since

N— N—1 1
P TR :M(PiﬂUz:OTF) Zzo u(PﬂTF)
H ‘ZL:JO ) nUy' T'F) Yilo w(TUF)
_ X wPIT RWTF) 1NN b
Nu(F) N l:O,uP|T (F).
Eq. (9.13) follows from (9.12) since
N-1
(P.(\F) = u(PIF)u(F) = p(Pi| | T*F)u(F)
k=0

N—-1 1 N-—-1
= u(P| | THF) (| TVF))
k=0 k=0

since the T*F are disjoint and have equal probability,

(P UTk <—u(P)

The remainder of this section is devoted to proving (9.11). We begin by review-
ing and developing some needed notation.
Given a partition P, we define the label function

[IP]]-1

labelp(x) = Z ilp, (x),

=0

where as usual 1p is the indicator function of a set P. Thus the label of a
sequence is simply the index of the atom of the partition into which it falls.
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As P partitions the input space into which sequences belong to atoms of P,
T~¥P partitions the space according to which shifted sequences Tz belong to
atoms of P, that is, x € T~'P, € TP is equivalent to T?z € P, and hence
labelp(Tx) = 1. The join

N-1
PN=\/ TP
=0

partitions the space into sequences sharing N labels in the following sense: Each
atom Q of PV has the form

Q = {z : labelp(z) = ko, labelp(Tx) = ki, -- -, labelp (TN x) = ky — 1}

for some N tuple of integers k = (kg, -+, ky — 1). For this reason we will index
the atoms of PV as Q. Thus PV breaks up the sequence space into groups of
sequences which have the same labels for IV shifts.

We first construct using Lemma 9.5.1 a huge tower of size KN >> N, the
height of the tower to be produced for this lemma. Let S denote the base of
this original tower and let € by the probability of the garbage set. This height
KN tower with base S will be used to construct a new tower of height N and
a base F' with the additional desired property. First consider the restriction of
the partition PV to F defined by PN N F = {Qx N F; all K N-tuples k with
coordinates taking values in {0, 1, - - -, ||P||—1}}. PN N F divides up the original
base according to the labels of VK shifts of base sequences. For each atom
Qx N F in this base partition, the sets {T'(Qx (N F); k=0,1,---, KN — 1} are
disjoint and together form a column of the tower {T'F; k =0,1,---, KN —1}.
A set of the form T'(Qy () F) is called the Ith level of the column containing it.
Observe that if y € TH(Qy N F), then y = T'u for some u € Qi () F and T'u has
label k;. Thus we consider k; to be the label of the column level T'(Qx ) F).
This complicated structure of columns and levels can be used to recover the
original partition by

pi= J TN PNG, (9.14)

Lkiky=j

that is, P; is the union of all column levels with label j together with that part
of P; in the garbage. We will focus on the pieces of P; in the column levels as
the garbage has very small probability.

We wish to construct a new tower with base F' so that the probability of P;
for any of N shifts of F' is the same. To do this we form F' dividing each column
of the original tower into N equal parts. We collect a group of these parts to
form F' so that F will contain only one part at each level, the N shifts of F' will
be disjoint, and the union of the N shifts will almost contain all of the original
tower. By using the equal probability parts the new base will have conditional
probabilities for P; given T' equal for all [, as will be shown.

Consider the atom @ = Qi (1S in the partition P (S of the base of the
original tower. If the source is aperiodic in the sense of placing zero probability
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on individual sequences, then the set @@ can be divided into N disjoint sets of
equal probability, say Wy, Wy, -+, Wn_1. Define the set Fy by

(K-2)N (K—2)N
FQ — ( U Tz'NWO) U( U Tl—H'NWl) U
=0 =0
(K=2)N N-1(K—-2)N
o U TN-1HNy ) = U U THINY,.
=0 =0 =0

F contains (K —2) N shifts of Wy, of TW7y, -+ of T'W,, -+ - and of TN "Wy _1.
Because it only takes N-shifts of each small set and because it does not include
the top N levels of the original column, shifting Fiy fewer than /N times causes
no overlap, that is, TlFQ are disjoint for j = 0,1,---, N —1. The union of these
sets contains all of the original column of the tower except possibly portions of
the top and bottom N — 1 levels (which the construction may not include). The
new base F' is now defined to be the union of all of the FQk Ns: The sets T'F

are then disjoint (since all the pieces are) and contain all of the levels of the
original tower except possibly the top and bottom N — 1 levels. Thus

N-1 (K—1)N—1 (K-1)N—1
p(JTFR)>p | TS= > ws)
=0 =N =N

1—e¢ 1-—¢€ 2
>K -2 = - .
- KN N KN
by choosing € = §/2 and K large this can be made larger than 1 — §. Thus the
new tower satisfies conditions (A)-(C) and we need only verify the new condition

(D), that is, (9.11). We have that

|l _ u(P,;ﬂTlF)

Since the denominator does not depend on [, we need only show the numerator
does not depend on . From (9.14) applied to the original tower we have that

P (T'F) = Y T @[S (T'F),

j,k:k}j =1

that is, the sum over all column levels (old tower) labeled ¢ of the probability
of the intersection of the column level and the [th shift of the new base F'. The
intersection of a column level in the jth level of the original tower with any shift
of F' must be an intersection of that column level with the jth shift of one of
the sets Wy, -+, Wx_1 (which particular set depends on [). Whichever set is
chosen, however, the probability within the sum has the form

W (Q S T'F) = u(T Qi) S) T W)
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= p((Qx ﬂS) ﬂWm) = (W),

where the final step follows since W,,, was originally chosen as a subset of Qx () S.
Since these subsets were all chosen to have equal probability, this last probability
does not depend on m and hence on [ and

u(T (@S NT'F) = (@ )S)

and hence

WPNTF) = Y @),

J.k:kj=i

which proves (9.11) since there is no dependence on [. This completes the proof
of the lemma. O



Chapter 10

Distortion

10.1 Introduction

We now turn to quantification of various notions of the distortion between ran-
dom variables, vectors and processes. A distortion measure is not a “measure”
in the sense used so far; it is an assignment of a nonnegative real number which
indicates how bad an approximation one symbol or random object is of another;
the smaller the distortion, the better the approximation. If the two objects cor-
respond to the input and output of a communication system, then the distortion
provides a measure of the performance of the system. Distortion measures need
not have metric properties such as the triangle inequality and symmetry, but
such properties can be exploited when available. We shall encounter several
notions of distortion and a diversity of applications, with eventually the most
important application being a measure of the performance of a communica-
tions system by an average distortion between the input and output. Other
applications include extensions of finite memory channels to channels which ap-
proximate finite memory channels and different characterizations of the optimal
performance of communications systems.

10.2 Distortion and Fidelity Criteria

Given two measurable spaces (A,B4) and (B,Bg), a distortion measure on
A x B is a nonnegative measurable mapping p : A X B — [0, 00) which assigns
a real number p(z,y) to each x € A and y € B which can be thought of as the
cost of reproducing x and y. The principal practical goal is to have a number by
which the goodness or badness of communication systems can be compared. For
example, if the input to a communication system is a random variable X € A
and the output is Y € B, then one possible measure of the quality of the system
is the average distortion Ep(X,Y). Ideally one would like a distortion measure
to have three properties:

191
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e It should be tractable so that one can do useful theory.
e [t should be computable so that it can be measured in real systems.

e It should be subjectively meaningful in the sense that small (large) dis-
tortion corresponds to good (bad) perceived quality.

Unfortunately these requirements are often inconsistent and one is forced
to compromise between tractability and subjective significance in the choice of
distortion measures. Among the most popular choices for distortion measures
are metrics or distances, but many practically important distortion measures
are not metrics, e.g., they are not symmetric in their arguments or they do not
satisfy a triangle inequality. An example of a metric distortion measure that
will often be emphasized is that given when the input space A is a Polish space,
a complete separable metric space under a metric p, and B is either A itself
or a Borel subset of A. In this case the distortion measure is fundamental to
the structure of the alphabet and the alphabets are standard since the space is
Polish.

Suppose next that we have a sequence of product spaces A™ and B" for
n =1,2,---. A fidelity criterion p,, n = 1,2,--- is a sequence of distortion
measures on A™ x B™. If one has a pair random process, say {X,,Y,}, then it
will be of interest to find conditions under which there is a limiting per symbol
distortion in the sense that

. 1
poo(xvy) = nh—{go Epn(xnvyn)

exists. As one might guess, the distortion measures in the sequence often are
interrelated. The simplest and most common example is that of an additive or
single-letter fidelity criterion which has the form

pn ,y Zﬂl xuyt

Here if the pair process is AMS, then the limiting distortion will exist and
it is invariant from the ergodic theorem. By far the bulk of the information
theory literature considers only single-letter fidelity criteria and we will share
this emphasis. We will point out, however, other examples where the basic
methods and results apply. For example, if p,, is subadditive in the sense that
(@™, y") < pr(@®,y*) + pnor @y i),
then stationarity of the pair process will ensure that n~!p,, converges from the
subadditive ergodic theorem. For example, if d is a distortion measure on A x B,

then
1/p
pn(z",y") (de'uyz )
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for p > 1 is subadditive from Minkowski’s inequality.
As an even simpler example, if d is a distortion measure on A x B, then the
following fidelity criterion converges for AMS pair processes:

lpn 7y Zf xzayz

=0

This form often arises in the literature with d being a metric and f being a
nonnegative nondecreasing function (sometimes assumed convex).

The fidelity criteria introduced here all are context-free in that the distortion
between n successive input/output samples of a pair process does not depend
on samples occurring before or after these n-samples. Some work has been
done on context-dependent distortion measures (see, e.g., [93]), but we do not
consider their importance sufficient to merit the increased notational and tech-
nical difficulties involved. Hence we shall consider only context-free distortion
measures.

10.3 Performance

As a first application of the notion of distortion, we define a performance mea-
sure of a communication system. Suppose that we have a communication system
11, f, v, g] such that the overall input/output process is {X,, X,,}. For the mo-
ment let p denote the corresponding distribution. Then one measure of the
quality (or rather the lack thereof) of the communication system is the long
term time average distortion per symbol between the input and output as de-
termined by the fidelity criterion. Given two sequences  and & and a fidelity
criterion p,; n = 1,2,---, define the limiting sample average distortion or se-
quence distortion by

1
poo(,y) = limsup —py (™, y").
n—oo
Define the performance of a communication system by the expected value of the
limiting sample average distortion:

1
A(ps f,v,9) = Eppoo = Ej (hmsup —pn (X" X")) (10.1)

n—oo

We will focus on two important special cases. The first is that of AMS sys-
tems and additive fidelity criteria. A large majority of the information theory
literature is devoted to additive distortion measures and this bias is reflected
here. We also consider the case of subadditive distortion measures and systems
that are either two-sided and AMS or are one-sided and stationary. Unhappily
the overall AMS one-sided case cannot be handled as there is not yet a subad-
ditive ergodic theorem for that case. In all of these cases we have that if p; is



194 CHAPTER 10. DISTORTION

integrable with respect to the stationary mean process p, then

pOC<'T’ay) = lim _pn(x Y )7 p—a.e, (102)

n—oo N

and ps, is an invariant function of its two arguments, i.e.,

Poo(Taz, T3y) = poo(,y); P — ace.. (10.3)

When a system and fidelity criterion are such that (10.2) and (10.3) are
satisfied we say that we have a convergent fidelity criterion. We henceforth
make this assumption.

Since poo is invariant, we have from Lemma 6.3.1 of [50] that

A =Eyps = Eppos. (10.4)

If the fidelity criterion is additive, then we have from the stationarity of p
that the performance is given by

A = Epp1(Xo, Yo). (10.5)

If the fidelity criterion is subadditive, then this is replaced by
.1
A = inf NEI—,pN(XN, Y. (10.6)

Assume for the remainder of this section that p,, is an additive fidelity crite-
rion. Suppose now that we now that p is N-stationary; that is, if T =Ty x T4
denotes the shift on the input/output space A7 x AT, then the overall process
is stationary with respect to TV. In this case

1 X
A= NEPN(XNaXN)- (10.7)

We will have this N stationarity, for example, if the source and channel are
stationary and the coders are N-stationary, e.g., are length N-block codes. More
generally, the source could be N-stationary, the first sequence coder (N, K)-
stationary, the channel K-stationary (e.g., stationary), and the second sequence
coder (K, N)-stationary.

We can also consider the behavior of the N-shift more generally when the
system is only AMS This will be useful when considering block codes. Suppose
now that p is AMS with stationary mean p. Then from Theorem 7.3.1 of [50],
p is also TN-AMS with an N-stationary mean, say py. Applying the ergodic
theorem to the N shift then implies that if py is py-integrable, then

n—1
lim — Nyl = pn) 10.8
Jim Z:O pn (i, yin) = P (10.8)
exists py (and hence also p) almost everywhere. In addition, pE,{.V ) is N-invariant
and
Eppgév) = EZ_)Np(N) = EﬁNpN(XNv YN) (109)

o0
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Comparison of (10.2) and (10.9) shows that pgév) = Np p-a.e. and hence

A= By o (XY YY) = S EplY) = By (X0, Yo). (10.10)
Given a notion of the performance of a communication system, we can now
define the optimal performance achievable for trying to communicate a given
source {X,,} with distribution p over a channel v: Suppose that £ is some class
of sequence coders f : A7 — B7. For example, £ might consist of all sequence
coders generated by block codes with some constraint or by finite-length sliding
block codes. Similarly let D denote a class of sequence coders g : B’ T AT,
Define the optimal performance theoretically achievable or OPTA function for
the source p, channel v, and code classes £ and D by

A*(u,v D) = _int_ Aju. f..9)). (10.11)

The goal of the coding theorems of information theory is to relate the OPTA
function to (hopefully) computable functions of the source and channel.

10.4 The rho-bar distortion

In the previous sections it was pointed out that if one has a distortion measure
p on two random objects X and Y and a joint distribution on the two random
objects (and hence also marginal distributions for each), then a natural notion of
the difference between the processes or the poorness of their mutual approxima-
tion is the expected distortion Ep(X,Y). We now consider a different question:
What if one does not have a joint probabilistic description of X and Y, but
instead knows only their marginal distributions. What then is a natural no-
tion of the distortion or poorness of approximation of the two random objects?
In other words, we previously measured the distortion between two random
variables whose stochastic connection was determined, possibly by a channel, a
code, or a communication system. We now wish to find a similar quantity for
the case when the two random objects are only described as individuals. One
possible definition is to find the smallest possible distortion in the old sense
consistent with the given information, that is, to minimize Ep(X,Y") over all
joint distributions consistent with the given marginal distributions. Note that
this will necessarily give a lower bound to the distortion achievable when any
specific joint distribution is specified.

To be precise, suppose that we have random variables X and Y with distri-
butions Px and Py and alphabets A and B, respectively. Let p be a distortion
measure on A X B. Define the p-distortion (pronounced p-bar) between the
random variables X and Y by

ﬁ(Px, Py) = inf E’p[)(‘X7 Y—)7
pEP
Where P = P(Px, Py) is the collection of all measures on (A x B, B4 X Bp)
with Px and Py as marginals; that is,

p(AXF):Py(F); F‘EBB7
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and

p(G x B) = Px(G); G € Ba.

Note that P is not empty since, for example, it contains the product measure
PX X Py.

Levenshtein [94] and Vasershtein [144] studied this quantity for the special
case where A and B are the real line and p is the Euclidean distance. When as
in their case the distortion is a metric or distance, the p-distortion is called the
p-distance. Ornstein [116] developed the distance and many of its properties
for the special case where A and B were common discrete spaces and p was the
Hamming distance. In this case the p-distance is called the d-distance. R. L.
Dobrushin has suggested that because of the common suffix in the names of its
originators, this distance between distributions should be called the shtein or
stein distance.

The p-distortion can be extended to processes in a natural way. Suppose
now that {X,} is a process with process distribution mx and that {Y,} is a
process with process distribution my. Let Px» and Py~ denote the induced
finite dimensional distributions. A fidelity criterion provides the distortion p,
between these n dimensional alphabets. Let p,, denote the corresponding p
distortion between the n dimensional distributions. Then

1
plmx,my) = sup —pn(Pxn, Pyn);

that is, the p-distortion between two processes is the maximum of the p-distortions
per symbol between n-tuples drawn from the process. The properties of the p
distance are developed in [57] [119] and a detailed development may be found
in [50] . The following theorem summarizes the principal properties.

Theorem 10.4.1: Suppose that we are given an additive fidelity criterion p,,
with a pseudo-metric per-letter distortion p; and suppose that both distributions
mx and my are stationary and have the same standard alphabet. Then

(a) lim, oo n71 P, (Pxn, Pyn) exists and equals sup,, n=!p, (Pxn, Pyn).
(b) pn and p are pseudo-metrics. If p; is a metric, then p,, and p are metrics.
(c) If mx and my are both i.i.d., then p(mx,my) = p1(Px,, Pyy)-

(d) Let Ps = Ps(mx,my) denote the collection of all stationary distributions
pxy having mx and my as marginals, that is, distributions on {X,,Y,,}
with coordinate processes {X,,} and {Y,,} having the given distributions.
Define the process distortion measure p’

p(mx,my)= inf E,. p(Xo,Yo).
pxy EPs
Then
plmx,my) = p'(mx,my);
that is, the limit of the finite dimensional minimizations is given by a
minimization over stationary processes.
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(e) Suppose that my and my are both stationary and ergodic. Define P, =
Pe(mx,my) as the subset of Py containing only ergodic processes, then

ﬁ(mX7mY) = lnf pryp(X07Yb)7
pPxy EPe

(f) Suppose that mx and my are both stationary and ergodic. Let G x denote
a collection of generic sequences for mx in the sense of Section 8.3 of [50].
Generic sequences are those along which the relative frequencies of a set of
generating events all converge and hence by measuring relative frequencies
on generic sequences one can deduce the underlying stationary and ergodic
measure that produced the sequence. An AMS process produces generic
sequences with probability 1. Similarly let Gy denote a set of generic
sequences for my. Define the process distortion measure

n—1
_1 . .
p'(mx,my)= _ inf  limsup — E P1(0,Y0)-
z€Gx,y€EGy n—ooo N i—0

Then
p(mx,my) = p"(mx,my);

that is, the p distance gives the minimum long term time average distortion
obtainable between generic sequences from the two sources.

(g) The infima defining p,, and p’ are actually minima.

10.5 d-bar Continuous Channels

We can now generalize some of the notions of channels by using the p-distance
to weaken the definitions. The first definition is the most important for chan-
nel coding applications. We now confine interest to the d-bar distance, the
p-distance for the special case of the Hamming distance:

0 ifx=
p1(z,y) = di(z,y) _{1 iméz.

Suppose that [A, v, B] is a discrete alphabet channel and let v? denote the
restriction of the channel to B", that is, the output distribution on Y™ given
an input sequence x. The channel is said to be d-continuous if for any € > 0

there is an ng such that for all n > ng d,(v?,v") < € whenever z; = 2/; for

x/

1=0,1,---,n. Alternatively, v is d-continuous if
limsup sup  sup d,(v7,v%) =0,

n—oo a"€A™ x,x'cc(am)

where c(a") is the rectangle defined as all z with z; = a;; 1 = 0,1,---,n — L.
d-continuity implies the distributions on output n-tuples Y given two input
sequences are very close provided that the input sequences are identical over the
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same time period and that n is large. This generalizes the notions of 0 or finite
input memory and anticipation since the distributions need only approximate
each other and do not have to be exactly the same.

More generally we could consider p-continuous channels in a similar manner,
but we will focus on the simpler discrete d-continuous channel.

d-continuous channels possess continuity properties that will be useful for
proving block and sliding block coding theorems. They are “continuous” in the
sense that knowing the input with sufficiently high probability for a sufficiently
long time also specifies the output with high probability. The following two
lemmas make these ideas precise.

Lemma 10.5.1: Suppose that x, Z € ¢(a™) and

d(vr,vl) < 62

)7

This is the case, for example, if the channel is d continuous and n is chosen
sufficiently large. Then
vy (Gs) > v (G) = 6
and hence
inf v} (Gs) > sup v}(G)—4.

z€c(a™) z€c(am)

Proof: From Theorem 10.4.1 the infima defining the d distance are actually
minima and hence there is a pmf p on B™ x B"™ such that

> ply™ ) =iy
bneBn

and

> o™y = Vi)

breBn

that is, p has v) and v} as marginals, and

%Epdn(Y", Y™ =dr,vh).
Using the Markov inequality we can write
vy (Gs) = p(Y" € Gy)
>p(Y"eGand d, (Y™, Y") <nd) =1—p(Y" € G or d,(Y™,Y™) > nd)
> 1= p(V" € G) = plda(Y", V") > 18) > V2(G) = 3B (Y7, V™)
>vg(G) =9

proving the first statement. The second statement follows from the first. O

Next suppose that [G, i, U] is a stationary source, f is a stationary encoder
which could correspond to a finite length sliding block encoder or to an infinite
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length one, v is a stationary channel, and g is a length m sliding block decoder.
The probability of error for the resulting hookup is defined by

Pe(,uv v, fa g) = Pr(UO 7é UO) = ,L”/(E) = /d:u‘(u)yf(u)(Eu)v
where E is the error event {u,y : ug # gm(Y_¢™)} and E, = {y : (u,y) € E} is
the section of E at w.
Lemma 10.5.2: Given a stationary channel v, a stationary source [G, u, U],

a length m sliding block decoder, and two encoders f and ¢, then for any positive
integer r

|Pe(pts v, f,9) — Pe(t, v, 9, 9)|

< — +rPr(f # ¢)+m max  sup dr-(vh,vh)).
areAr z,z’'€c(a™)

Proof: Define A = {u: f(u) = ¢(u)} and
r—1
A ={u: f(T'W) = ¢(T'u); i =0,1---,7r —1} = ﬂTiA

From the union bound
(A7) < rp(A) = rPr(f # ¢). (10.12)

From stationarity, if g = g,,(Y") then

Pe(u,v,f,g)=/du(U)Vf<u>(y Im(yZy) # uo)

1 r—1
= Z/dM(U)Vf<u>(y L gm(Yiq) # o)
=0

m

<242 Z / A+ gn(y) # )+ p(AD). (10.13)

Fix u € A, and let p, yield dr(u;(u) s(uy)i that is, 37 - pu(y", wh) = v, ("),
Zyr pu(yr7w'r) = V;(u) (w'f), and

1 - _
We have that

- ny (u) y gm(yz q 7é uz Zpu y w” gm(y;mq) 7é uz)
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1= 1=
< ; Zpu(yr’wr : gm(yﬁq) 7é wz”iq) + ; Zpu(yr7wr : gm(wﬁq) 7é ui)
i=q i=q
1 — oo r r
S ; pu(y , W :yifq#wi7q>+PE(/J'?V7¢ag)
i=q
1 r—qi—q+m
<D0 ) pulyhw' iy # wp) + Pe(ps v, 6,9)
i=q j=i—q

S mJT(V;(u)v V;(u)) + PE(:uv v, ¢7g)7
which with (10.12)-(10.14) proves the lemma. O

The following corollary states that the probability of error using sliding block
codes over a d-continuous channel is a continuous function of the encoder as
measured by the metric on encoders given by the probability of disagreement of
the outputs of two encoders.

Corollary 10.5.1: Given a stationary d-continuous channel v and a finite
length decoder g, : B™ — A, then given € > 0 there is a § > 0 so that if f and
¢ are two stationary encoders such that Pr(f # g) < J, then

|Pe(pt, v, f,9) — Pe(p, v, 6, 9)| < e

Proof: Fix e > 0 and choose r so large that

max sup d,.(vi,vh) < -

)

o x Y

@ ga'ec(ar) 3m
m €
- S By
r 3

and choose § = €/(3r). Then Lemma 10.5.2 implies that
| Pe(p, v, f,9) = Pelp, v, 6,9)| < e. O

Given an arbitrary channel [A,v, B], we can define for any block length
N a closely related CBI channel [A, 7, B] as the CBI channel with the same
probabilities on output N-blocks, that is, the same conditional probabilities for
ij}'\, given x, but having conditionally independent blocks. We shall call o the
N-CBI approximation to v. A channel v is said to be conditionally almost block
independent or CABI if given e there is an Ny such that for any N > Ny there
is an M such that for any x and any N-CBI approximation v to v

d(M vMy < e, all M > My,

where v denotes the restriction of v, to BY, that is, the output distribution on
YN given . A CABI channel is one such that the output distribution is close (in
a d sense) to that of the N-CBI approximation provided that N is big enough.
CABI channels were introduced by Neuhoff and Shields [110] who provided
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several examples alternative characterizations of the class. In particular they
showed that finite memory channels are both d-continuous and CABI. Their
principal result, however, requires the notion of the d distance between channels.
Given two channels [A,v, B] and [A,7/, B], define the d distance between the
channels to be
d(v,v') = limsupsup d(v2, l//iv).
n—oo x

Neuhoff and Shields [110] showed that the class of CABI channels is exactly
the class of primitive channels together with the d limits of such channels.

10.6 The Distortion-Rate Function

We close this chapter on distortion, approximation, and performance with the
introduction and discussion of Shannon’s distortion-rate function. This function
(or functional) of the source and distortion measure will play a fundamental role
in evaluating the OPTA functions. In fact, it can be considered as a form of
information theoretic OPTA. Suppose now that we are given a source [A, y]
and a fidelity criterion p,; n = 1,2, - defined on A X A, where A is called
the reproduction alphabet. Then the Shannon distortion rate function (DRF) is
defined in terms of a nonnegative parameter called rate by

1
D(R, ) = limsup D (R, pi™)

N—o00

where

Dy (R, 1Y) = inf E XN YN,
N(R, 1) vertn N )

where Ry (R, 1) is the collection of all distributions pY for the coordinate
random vectors X~ and Y on the space (AN x AN, BY x BAJY) with the
properties that

(1) p" induces the given marginal p; that is, pV (AN x F) = pN(F) for all
F e BY, and

(2) the mutual information satisfies
1 N.¥N
Ix(XY;X7) <R

If Ry(R, 1Y) is empty, then Dy (R, ") is co. Dy is called the Nth order
distortion-rate function.

Lemma 10.6.1: Dy (R, ) and D(R, p1) are nonnegative convex (J functions
of R and hence are continuous in R for R > 0.

Proof: Nonnegativity is obvious from the nonnegativity of distortion. Sup-
pose that p; € Ry (Rs, uV); i = 1,2 yields

Ep pn (XN, YY) < Dy (Ri,p) + €.
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From Corollary 5.5.5 mutual information is a convex |J function of the condi-
tional distribution and hence if p = Ap; + (1 — A)pa, then

I < My, + (1= NI, < ARy +(1— MRy
and hence p € Ry (AR1 + (1 — A\)R2) and therefore
DN(AR; + (1 — M)Ry) < Eppn (XN, YY)
= By, o (XY, YY) & (1= N By o (XY, YY)

< ADn(Ry,p) + (1 = A)Dn(Rz, p).

Since D(R, p) is the limit of Dy (R, u), it too is convex. It is well known from
real analysis that convex functions are continuous except possibly at their end
points. O

The following lemma shows that when the underlying source is stationary
and the fidelity criterion is subadditive (e.g., additive), then the limit defining
D(R, 1) is an infimum.

Lemma 10.6.2: If the source p is stationary and the fidelity criterion is
subadditive, then

. o1
D<Ra w) = 1\}51100 Dy (R, /J) = IJI\lrf NDN(Ra /J).
Proof: Fix N and n < N and let p™ € R, (R, u") yield

Epnpn(Xn,Yn) S Dn(R, ,Uzn) +

N

and let pV =" € Ry_, (R, uN ") yield

_ _ _ €
Epnnpn—n (XN YN < Dy (R ™) 5

pn together with p" implies a regular conditional probability ¢(F|z"), F' € BY;.
Similarly py_, and V=" imply a regular conditional probability r(G|z™~").
Define now a regular conditional probability ¢(-|z”) by its values on rectangles
as

t(F x Glz") = g(Fla™)r(Glay~™); F € B}, G e BY ™.

Note that this is the finite dimensional analog of a block memoryless channel
with two blocks. Let p” = pNt be the distribution induced by p and t. Then
exactly as in Lemma 9.4.2 we have because of the conditional independence that

L (XN VN) < Ly (X™Y™) + L (X)) Y,N ™)
and hence from stationarity

Ly (XN VYY) < L (X™Y™) + Ly (XN YN
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<nR+(N—-n)R=NR
so that p € Ry (R, pY). Thus

DN(Ra MN) < EprN(XNayN) < EpN (pn(Xn’ Yn) + pN—n(Xév_n’YnN_n))

= Epnpn(Xnv Yn) + EpN_"pN—n(XN_nv YN_n)
< Dp(R, ™) + Dy (R, N ™) + €.
Thus since € is arbitrary we have shown that if d, = D, (R, u"), then

that is, the sequence d,, is subadditive. The lemma then follows immediately
from Lemma 7.5.1 of [50]. O

As with the p distance, there are alternative characterizations of the distortion-
rate function when the process is stationary. The remainder of this section is
devoted to developing these results. The idea of an SBM channel will play
an important role in relating nth order distortion-rate functions to the process
definitions. We henceforth assume that the input source p is stationary and
we confine interest to additive fidelity criteria based on a per-letter distortion
pP=pri

The basic process DRF is defined by

Dé(Rau) = _iIlf Epp(X07YO)a
;DGRS(R,,LL)

where R,(R, 1) is the collection of all stationary processes p having u as an
input distribution and having mutual information rate I, = I,(X;Y) < R. The
original idea of a process rate-distortion function was due to Kolmogorov and
his colleagues [87] [45] (see also [23]). The idea was later elaborated by Marton
[101] and Gray, Neuhoff, and Omura [55].

Recalling that the L' ergodic theorem for information density holds when
fp = I,; that is, the two principal definitions of mutual information rate yield
the same value, we also define the process DRF

Di(R,u)= inf E,p(Xo,Ys),
(R, ) pER (Rop) pp( 0, Yo)

where R%(R, ) is the collection of all stationary processes p having u as an
input distribution, having mutual information rate I_p < R, and having fp =1I,.
If v is both stationary and ergodic, define the corresponding ergodic process
DREF’s by

De(R,,LL) = jnf EPP(X()aYO)a
pGRC(Rﬂu’)

DI (R,u) = inf E,p(Xo,Yy),

(R, 1) penite »0(Xo, Yo)

where R, (R, i) is the subset of R(R, i) containing only ergodic measures and
RE(R, 1) is the subset of R¥(R, 1) containing only ergodic measures.
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Theorem 10.6.1: Given a stationary source which possesses a reference
letter in the sense that there exists a letter a* € A such that

E.p(Xo,a.) < p* < o0. (10.15)

Fix R> 0. If D(R, p1) < 00, then

If in addition pu is ergodic, then also
D(R,p) = De(R, i) = DZ (R, p).

The proof of the theorem depends strongly on the relations among distortion
and mutual information for vectors and for SBM channels. These are stated
and proved in the following lemma, the proof of which is straightforward but
somewhat tedious. The theorem is proved after the lemma.

Lemma 10.6.3: Let p be the process distribution of a stationary source
{X,}. Let pp; n =1,2,--- be a subadditive (e.g., additive) fidelity criterion.
Suppose that there is a reference letter a* € A for which (10.15) holds. Let p" be
ameasure on (AN x AN, BY XB,]X) having 4V as input marginal; that is, p™¥ (F x
ANY = uN(F) for F € BY. Let ¢ denote the induced conditional probability
measure; that is, g~ (F), 2V € AN, F € BAJY, is a regular conditional probability
measure. (This exists because the spaces are standard.) We abbreviate this
relationship as p¥ = pVq. Let XV, Y denote the coordinate functions on
AN x AN and suppose that

1
EpNNpN(XN,YN) <D (10.16)

and )
~ 1o (XN YN)<R. (10.17)

If v is an (IV,d) SBM channel induced by ¢ as in Example 9.4.11 and if p = uv
is the resulting hookup and {X,,,Y,,} the input/output pair process, then

1
N Lon (XN YY) <D+ p*o (10.18)

and

L(X;Y)=1(X;Y) < R; (10.19)
that is, the resulting mutual information rate of the induced stationary process
satisfies the same inequality as the vector mutual information and the resulting
distortion approximately satisfies the vector inequality provided ¢ is sufficiently
small. Observe that if the fidelity criterion is additive, the (10.18) becomes

Eyppr(Xo,Yo) < D + 7.
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Proof: We first consider the distortion as it is easier to handle. Since the
SBM channel is stationary and the source is stationary, the hookup p is station-
ary and

1Eppn(X" Y™ = /dmZ 2)E,, pn (X", YT,

where p, is the conditional distribution of {X,,Y,} given {Z,}. Note that the
above formula reduces to E,p(Xo, Yp) if the fidelity criterion is additive because
of the stationarity. Given z, define J§(z) to be the collection of indices of z™ for
which z; is not in an N-cell. (See the discussion in Example 9.4.11.) Let Ji*(2)
be the collection of indices for which z; begins an N-cell. If we define the event
G = {2z : 29 begins an N — cell}, then i € J}(2) if T"2 € G. From Corollary
9.4.3 mz(G) < N~1. Since yu is stationary and {X,} and {Z,} are mutually
independent,

nEp pn(X"Y") < Y By p(Xi,a®)+ N Y Ep, p(XN, YY)

zejn(z) 1€ (2)
n—1 n—1
= Z lge(T"2)p" + Z E,npnlg(T'z).
=0 =0

Since my is stationary, integrating the above we have that

Eppl(X(),Yo) = p*mZ(GC) + Nmz(G)EprN

< p' 0+ Epnpn,

proving (10.18). R
Let r,, and t,, denote asymptotically accurate quantizers on A and A; that
is, as in Corollary 6.2.1 define

Xn = rm(X)" = (rm(Xo), -, rm(Xp-1))
and similarly define Y = t,,,(Y')". Then

Irm(X)"tm(Y)") — I(X™Y™)

m—00

and

I(rm(X)itm(Y)) — I*(X;Y).

m—00

We wish to prove that

I(X;Y)= lim lim lI(rm(X)";tm(Y)")

n—oo m—oo 1N,

1
= lim lim I(rm(X)";tm(Y)"). =I"(X;Y)
Since I > I'*, we must show that

lim lim lI(rm(X)”;tm(Y)”)

n—oo m—oo N,
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< lim lim lI(rm(X)”;tm(Y)”).

m—oo Nn—oo N,

We have that
I(X™Y™) = I(X"™, Z27); Y™ — I(Z™, Y X™)
and
I((X™, Zm);Y™) = IIX™ Y ZM) + 1(Y™ 27) = I(X™ Y™ 27
since X™ and Z™ are independent. Similarly,
I(Z™ Y™ X™) = H(Z"|X") — H(Z"| X", V™)
= H(Z") — H(Z"|X™,Y™) = I(Z"; (X", Y™)).

Thus we need to show that

it (1 (X050 (¥)7127) = L2 (X" (1))

< lim lim (ll(rm(X)”;tm(Y)ﬂZ”)—%I(Z”,(Tm(X)nJm(Y)n)))-

m—00 N—00 n

Since Z, has a finite alphabet, the limits of n="I(Z", (ry (X)", t,(Y)")) are

the same regardless of the order from Theorem 6.4.1. Thus I will equal I'* if we
can show that

I(X;Y|Z) = lim lim lI(rm(X)”;tm(Y)”IZ")

n—oo m—oo N,
1
< lim lim = I(rn(X)" tm (V)" Z7) = (X Y| 2). (10.20)
m—oo n—oo N

This we now proceed to do. From Lemma 5.5.7 we can write
I(rp (X))t (Y Z™) = /I(rm(X)";tm(Y)”|Z" = 2")dPzn(2").

Abbreviate I(rp,(X)";t,(Y)"|Z" = 2") to IL(X™Y™). This is simply the
mutual information between X™ and Y™ under the distribution for (X™,Y™)
given a particular random blocking sequence z. We have that

L(X™Y") = H(Y™) — H,(Y"|X™).

Given z, let Ji(z) be as before. Let JI'(z) denote the collection of all indices ¢
of z; for which z; begins an N cell except for the final such index (which may
begin an N-cell not completed within z™). Thus J¥(z) is the same as J'(2)
except that the largest index in the latter collection may have been removed
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if the resulting N-cell was not completed within the n-tuple. We have using
standard entropy relations that

LY = S (G - H(GF, X))
ieJp(z)

+ Y ( (TN P - Z(?;N\Yﬂf(”f")) . (10.21)
i€y (2)
For i € J§ (%), however, Y; is a* with probability one and hence
H.(GIYY) < H.(V3) < H.(Y;) = 0
and o R
Hz(}/i|Y27XZ+1) < Hz(}/z) < Hz(}/z) = 0.
Thus we have the bound
LYz Y (HVN V) - H Y X))
i€J7 ()
> (1 VN (VX + N)) — LV Y))
i€J3 (2)
> ¥ ( (VN XN) - LV Yﬂ')) , (10.22)
1€y (2)
where the last inequality follows from the fact that I(U; (V,W)) > I(U; V).
For i € J3(z) we have by construction and the stationarity of p that
LXNYN) = Ln (XN 7). (10.23)

As before let G = {2 : zg begins an N — cell}. Then i € J3(z) if T2 € G and
1t <n— N and we can write

1 . - 1
—L(X™ Y™ > — Ly (XN 7Y 1
n ( ’ ) =n ; G

—N-1
Z Iz 1G(TZ )

1=0
All of the above terms are measurable functions of z and are nonnegative. Hence
they are integrable (although we do not yet know if the integral is finite) and
we have that

- N -N
IR Y™ > La (XY VN )ma (6) 2

n n
an

1 Z /dmz VNV 16(T ).
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To continue we use the fact that since the processes are stationary, we can
consider it to be a two sided process (if it is one sided, we can imbed it in a two
sided process with the same probabilities on rectangles). By construction

IZ(}A/;N7 Y,L) = IT‘Z(Y/ONv (Y—i, T 7Y—1))
and hence since my is stationary we can change variables to obtain

%I(X";f”") > L (XY VY )my(0) Y

n

an

—— Z /dmz (YN (Yo, -, Vo) 1a(2).
We obtain a further bound from the inequalities
LYY (Voiy o Von)) < LYY (Voo Vo)) < LYY )

where Y~ = (-++,Y_5,Y_1). Since I,(Yy";Y ") is measurable and nonnegative,
its integral is defined and hence

1
lim —I(X™;Y"|Z") > Ln(XN; YN )Ymy (G /dmz (Y, 7).

n—oo N

We can now take the limit as m — oo to obtain
I"(X;Y|Z) > Ln (XN, YN )Ymz(G) — / dmyz(2) L (Y ;Y 7). (10.24)
G

This provides half of what we need.
Analogous to (10.21) we have the upper bound

Lxmy < Y (1 (TN, (7, X+NY)) - zz(wa;Yi)) (10.25)
i€J7(2)

We note in passing that the use of J; here assumes that we are dealing with a
one sided channel and hence there is no contribution to the information from
any initial symbols not contained in the first N-cell. In the two sided case time
0 could occur in the middle of an N-cell and one could fix the upper bound by
adding the first index less than 0 for which z; begins an N-cell to the above
sum. This term has no affect on the limits. Taking the limits as m — oo using
Lemma 5.5.1 we have that

i€J7(2)

Given Z" = 2" and i € JI(z), (X', Y?) — X — VN forms a Markov chain
because of the conditional independence and hence from Lemma 5.5.2 and Corol-
lary 5.5.3

LY (VLX) = LN YY) = L (XN vY),



10.6. THE DISTORTION-RATE FUNCTION 209

Thus we have the upper bound

n—1 n—1
1 n.yn 1 N.yN 0 1 N.vyi i

Taking expectations and using stationarity as before we find that

1
—I(X™Y"|Z") < In (XYY N)Ymz(G)
n

S [ a0

Taking the limit as n — oo using Lemma 5.6.1 yields
I(X;YZ) < Ln (XN YM)m / dmz(2)L(YQ ;Y 7). (10.26)

Combining this with (10.24) proves that
I[(X;Y|Z) < I'(X;Y|2)

and hence that -
I(X;Y)=I"(X;Y).

It also proves that

I(X;Y)=1(X;Y|Z2) - (Z;(X,)Y)) < I(X;Y|Z)

1
<L (XN;YN)mz(G) < o (XN YN

using Corollary 9.4.3 to bound mx (G). This proves (10.19). O
Proof of the theorem: We have immediately that

RI(R, 1) C RE(R, 1) C Re(R, 1)

and B B
Re(Rop) CRe(R, 1) C Rs(R, ),

and hence we have for stationary sources that
Dy(R, ) < Dy(R, p) (10.27)
and for ergodic sources that
Ds(R,p) < DI(R,p) < D (R, p) (10.28)

and B B
DS(R> /1’) S De(Rv /1') S DZ(Ra ,U) (1029)
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We next prove that -
Dy(R,p) > D(R, ). (10.30)

If DS(}_%, w) is infinite, the inequality is obvious. Otherwise fix € > 0 and choose
ap € Rs(R, ) for which E,p1(Xo,Ys) < Ds(R, ) + € and fix § > 0 and choose
m so large that for n > m we have that

n (XY™ < L(X;Y)+ 6 < R+6.
For n > m we therefore have that p” € R, (R + J, u™) and hence
Dy(R, ) + € = Epnpy > Dp(R+0,11) > D(R+ 6, ).

From Lemma 10.6.1 D(R, 1) is continuous in R and hence (10.30) is proved.
Lastly, fix € > 0 and choose N so large and p"¥ € Ry (R, ") so that
N € 2¢
EprN S DN(R,,U ) + g S D(R,H) + g
Construct the corresponding (N, §)-SBM channel as in Example 9.4.11 with §
small enough to ensure that §p* < ¢/3. Then from Lemma 10.6.2 we have
that the resulting hookup p is stationary and that I, = I} < R and hence
p € RER, 1) C Z@s(R, w). Furthermore, if p is ergodic then so is p and hence
p € RE(R, 1) C Re(R, ). From Lemma 10.6.2 the resulting distortion is

Eyp1(Xo,Yo) < Epvpn +p"6 < D(R, p1) + .

Since € > 0 this implies the exisitence of a p € RE(R,u) (p € RE(R,p) if
w is ergodic) yielding E,p1(Xo,Yp) arbitrarily close to D(R, u. Thus for any
stationary source

Di(R,p) < D(R, )

and for any ergodic source
DI(R,p) < D(R, p).

With (10.27)—(10.30) this completes the proof. O

The previous lemma is technical but important. It permits the construction
of a stationary and ergodic pair process having rate and distortion near that
of that for a finite dimensional vector described by the original source and a
finite-dimensional conditional probability.



Chapter 11

Source Coding Theorems

11.1 Source Coding and Channel Coding

In this chapter and the next we develop the basic coding theorems of information
theory. As is traditional, we consider two important special cases first and then
later form the 